5 Integrals

In this chapter we will be looking at the third and final major topic that will be covered in a typical
first Calculus course, integrals. As with derivatives this chapter will be devoted almost exclusively
to finding and computing integrals. Applications will be given in the following chapter. There are
really two types of integrals that we’ll be looking at in this chapter : Indefinite Integrals and Definite
Integrals. The first half of this chapter is devoted to indefinite integrals and the last half is devoted
to definite integrals.

As we investigate indefinite integrals we will see that as long as we understand basic differentiation
we shouldn’t have a lot of problems with basic indefinite integrals. The reason for this is that
indefinite integration is basically “undoing” differentiation. In fact, indefinite integrals are sometimes
called anti-derivatives to make this idea clear. Having said that however we will be using the phrase
indefinite integral instead of anti-derivative as that is the more common phrase used.

We will also spend a fair amount of time learning the substitution rule for integrals. We will see that
it is really just “undoing” the chain rule and so, again, if you understand the chain rule it will help
when using the substitution rule. In addition, as we’ll see as we go through the rest of the calculus
course the substitution rule will come up time and again and so it is very important to make sure
that we have that down so we don’t have issues with it in later topics.

As we move over to investigating definite integrals we will quickly realize just how important it is to
be able to do indefinite integrals. As we will see we will not be able to compute definite integrals
unless we can fist compute indefinite integrals.

We will also take a look at an important interpretation of definite integrals. Namely, a definite
integral can be interpreted as the net area between the graph of the function and the z-axis.
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Chapter 5 : Integrals Section 5.1 : Indefinite Integrals

5.1 Indefinite Integrals

In the past two chapters we'’ve been given a function, f (z), and asking what the derivative of this
function was. Starting with this section we are now going to turn things around. We now want to
ask what function we differentiated to get the function f (x).

Let's take a quick look at an example to get us started.

What function did we differentiate to get the following function.

fx)=a*+3z-9

Solution

Let's actually start by getting the derivative of this function to help us see how we're going
to have to approach this problem. The derivative of this function is,

f(x) = 42> +3

The point of this was to remind us of how differentiation works. When differentiating powers
of x we multiply the term by the original exponent and then drop the exponent by one.

Now, let's go back and work the problem. In fact, let’s just start with the first term. We got
z* by differentiating a function and since we drop the exponent by one it looks like we must
have differentiated z°. However, if we had differentiated z°> we would have 52* and we don’t
have a 5 in front our first term, so the 5 needs to cancel out after we've differentiated. It looks
then like we would have to differentiate %:c"’ in order to get z*.

Likewise, for the second term, in order to get 3x after differentiating we would have to dif-
ferentiate %xQ. Again, the fraction is there to cancel out the 2 we pick up in the differentia-
tion.

The third term is just a constant and we know that if we differentiate = we get 1. So, it looks
like we had to differentiate —9z to get the last term.

Putting all of this together gives the following function,

1 3
F(z)= 5m5+ 5:62*91‘

Our answer is easy enough to check. Simply differentiate F'(x).

F'(z)=2"+3z-9=f(z)
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So, it looks like we got the correct function. Or did we? We know that the derivative of a
constant is zero and so any of the following will also give f (x) upon differentiating.

1 3
F(z)= -2+ -2 - 92+ 10

5 2
L5, 32
F(z)= el —1—535 — 92 — 1954
15 3 3469
ete.
In fact, any function of the form,
1 5 3 2 -
F(z) = =2 +527 = 9z + ¢, c is a constant

will give f (x) upon differentiating.

There were two points to this last example. The first point was to get you thinking about how to
do these problems. It is important initially to remember that we are really just asking what we
differentiated to get the given function.

The other point is to recognize that there are actually an infinite number of functions that we could
use and they will all differ by a constant.

Now that we’ve worked an example let's get some of the definitions and terminology out of the
way.

Definitions

Given a function, f (z), an anti-derivative of f (z) is any function F' (x) such that

If F(x) is any anti-derivative of f (x) then the most general anti-derivative of f (x) is called
an indefinite integral and denoted,

/f (z) de = F () + ¢, c Is an arbitrary constant

In this definition the [ is called the integral symbol, f (z) is called the integrand, z is
called the integration variable and the “¢” is called the constant of integration.

Note that often we will just say integral instead of indefinite integral (or definite integral for that
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matter when we get to those). It will be clear from the context of the problem that we are talking
about an indefinite integral (or definite integral).

The process of finding the indefinite integral is called integration or integrating f(z) . If we
need to be specific about the integration variable we will say that we are integrating f (z) with
respect to x.

Let's rework the first problem in light of the new terminology.

Evaluate the following indefinite integral.

/l'4+3l'—9dl‘

Solution

Since this is really asking for the most general anti-derivative we just need to reuse the final
answer from the first example.

The indefinite integral is,

1
/x4+3x—9daﬁ—5x5+;x2—9x+c

A couple of warnings are now in order. One of the more common mistakes that students make
with integrals (both indefinite and definite) is to drop the da at the end of the integral. This is
required! Think of the integral sign and the dx as a set of parentheses. You already know and
are probably quite comfortable with the idea that every time you open a parenthesis you must
close it. With integrals, think of the integral sign as an “open parenthesis” and the dx as a “close
parenthesis”.

If you drop the dx it won't be clear where the integrand ends. Consider the following variations of
the above example.

1
/x4+3x—9d:c:51:5+21:2—9x+c

1
/x4+3xdx—9:5x5+;x2+c—9

1
/a:4dx+3:v—9:5x5+c+33:—9

You only integrate what is between the integral sign and the dz. Each of the above integrals end
in a different place and so we get different answers because we integrate a different number of
terms each time. In the second integral the “—9” is outside the integral and so is left alone and not
integrated. Likewise, in the third integral the “3z—9” is outside the integral and so is left alone.
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Knowing which terms to integrate is not the only reason for writing the dz down. In the Substitution
Rule section we will actually be working with the dz in the problem and if we aren’t in the habit
of writing it down it will be easy to forget about it and then we will get the wrong answer at that
stage.

The moral of this is to make sure and put in the da! At this stage it may seem like a silly thing to do,
but it just needs to be there, if for no other reason than knowing where the integral stops.

On a side note, the dz notation should seem a little familiar to you. We saw things like this a couple
of sections ago. We called the dx a differential in that section and yes that is exactly what it is. The
dx that ends the integral is nothing more than a differential.

The next topic that we should discuss here is the integration variable used in the integral. Actually,
there isn’t really a lot to discuss here other than to note that the integration variable doesn'’t really
matter. For instance,

1 3
/m4—|—3x—9dx:5x5—|—2$2—9x—|—c
4 L5, 39
t +3t—9dt:gt +§t -9t +c

1 3
/w4+3w—9dw: gw5+§w2—9w+c
Changing the integration variable in the integral simply changes the variable in the answer. It is
important to notice however that when we change the integration variable in the integral we also
changed the differential (dz, dt, or dw) to match the new variable. This is more important than we
might realize at this point.

Another use of the differential at the end of integral is to tell us what variable we are integrating with
respect to. At this stage that may seem unimportant since most of the integrals that we’re going
to be working with here will only involve a single variable. However, if you are on a degree track
that will take you into multi-variable calculus this will be very important at that stage since there
will be more than one variable in the problem. You need to get into the habit of writing the correct
differential at the end of the integral so when it becomes important in those classes you will already
be in the habit of writing it down.

To see why this is important take a look at the following two integrals.

/Q:de /2tdm

The first integral is simple enough.
/2:1: de =2>+c¢

The second integral is also fairly simple, but we need to be careful. The dx tells us that we are
integrating =’s. That means that we only integrate x’s that are in the integrand and all other variables
in the integrand are considered to be constants. The second integral is then,

/2tdmz2ta¢—|—c
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So, it may seem silly to always put in the dz, but it is a vital bit of notation that can cause us to get
the incorrect answer if we neglect to put it in.

Now, there are some important properties of integrals that we should take a look at.

Properties of the Indefinite Integral

1. /k:f (z) dx = k:/f (z) dx where k is any number.

So, we can factor multiplicative constants out of indefinite integrals. See the Proof
of Various Integral Formulas section of the Extras appendix to see the proof of this

property.

2. /—f(ac) d:n——/f(x) da.

This is really the first property with & = —1 and so no proof of this property will be
given.

3. /f(:c)j:g(x) d:c:/f(:c) dxj:/g(a:) dz.

In other words, the integral of a sum or difference of functions is the sum or difference
of the individual integrals. This rule can be extended to as many functions as we need.
See the Proof of Various Integral Formulas section of the Extras appendix to see the
proof of this property.

Notice that when we worked the first example above we used the first and third property in the
discussion. We integrated each term individually, put any constants back in and then put everything
back together with the appropriate sign.

Not listed in the properties above were integrals of products and quotients. The reason for this is
simple. Just like with derivatives each of the following will NOT work.

[t@9@ a2 [ s [ i /

With derivatives we had a product rule and a quotient rule to deal with these cases. However, with
integrals there are no such rules. When faced with a product and quotient in an integral we will
have a variety of ways of dealing with it depending on just what the integrand is.

00 7 Tol) do

There is one final topic to be discussed briefly in this section. On occasion we will be given
/' (xz) and will ask what f (z) was. We can now answer this question easily with an indefinite
integral.

f@)= [ £ d
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If /' (x) = 2* + 3z — 9 what was f (x)?

Solution

By this point in this section this is a simple question to answetr.

1 3
f(ﬂf):/f/(l‘) dl‘:/x4+3$€—9dx:5x5+2x2_9x+c

In this section we kept evaluating the same indefinite integral in all of our examples. The point
of this section was not to do indefinite integrals, but instead to get us familiar with the notation
and some of the basic ideas and properties of indefinite integrals. The next couple of sections are
devoted to actually evaluating indefinite integrals.
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5.2 Computing Indefinite Integrals

In the previous section we started looking at indefinite integrals and in that section we concentrated
almost exclusively on notation, concepts and properties of the indefinite integral. In this section we
need to start thinking about how we actually compute indefinite integrals. We’'ll start off with some
of the basic indefinite integrals.

The first integral that we'll look at is the integral of a power of .

xn+1
"dr = -1
/ac T n+1—|—c, n #

The general rule when integrating a power of = we add one onto the exponent and then divide by
the new exponent. It is clear (hopefully) that we will need to avoid n = —1 in this formula. If we
allow n = —1 in this formula we will end up with division by zero. We will take care of this case in
a bit.

Next is one of the easier integrals but always seems to cause problems for people.

/k:dx =kx +c, c and k are constants

If you remember that all we're asking is what did we differentiate to get the integrand this is pretty
simple, but it does seem to cause problems on occasion.

Let's now take a look at the trig functions.

/sin(x) dx = —cos(z) + ¢ /cos(x) dx = sin(x) + ¢
/secQ(a:) dxr =tan(z) + ¢ /sec(x) tan(z) dx = sec(z) + ¢
/CSC2(33) dx = —cot(x) + ¢ /CSC(J:) cot(x) de = —csc(zx) + ¢

Notice that we only integrated two of the six trig functions here. The remaining four integrals are
really integrals that give the remaining four trig functions. Also, be careful with signs here. 1t is
easy to get the signs for derivatives and integrals mixed up. Again, remember that we're asking
what function we differentiated to get the integrand.

We will be able to integrate the remaining four trig functions in a couple of sections, but they all
require the Substitution Rule

Now, let’s take care of exponential and logarithm functions.

r 1
/emd:p:em—i—c /azdm: T e /d:p:/m_ld:pzln|x|—|—c
In(a) x

Integrating logarithms requires a topic that is usually taught in Calculus Il and so we won't be
integrating a logarithm in this class. Also note the third integrand can be written in a couple of
ways and don't forget the absolute value bars in the x in the answer to the third integral.
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Finally, let's take care of the inverse trig and hyperbolic functions.

/37214_1 dr =tan !(z) + ¢ / \/11_7 dx =sin"'(z) + ¢
/Sinh(:v) dx = cosh(z) + ¢ /cosh(x) dx = sinh(z) + ¢
/sechQ(x) dx = tanh(z) + ¢ /sech(x) tanh(z) dx = —sech(z) + ¢
/cschQ(:c) dx = —coth(z) + ¢ /csch(x) coth(z) dx = —csch(x) + ¢

As with logarithms integrating inverse trig functions requires a topic usually taught in Calculus I
and so we won't be integrating them in this class. There is also a different answer for the second
integral above. Recalling that since all we are asking here is what function did we differentiate to
get the integrand the second integral could also be,

1
dr = —cos ' (x) + ¢
/\/1—:U2 (z)

Traditionally we use the first form of this integral.

Okay, now that we've got most of the basic integrals out of the way let's do some indefinite integrals.
In all of these problems remember that we can always check our answer by differentiating and
making sure that we get the integrand.

Evaluate each of the following indefinite integrals.

(a) /5t3—10t6+4dt
(b) /x8+x8dx

4 7 1
(C)/S\/x?’—i-ﬁ%—md:c
@ [ dy

©) /(w+ ) (4 - w?) dw

410_24 1 2
(f)/x l’+5l’dx

23
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Solution

Okay, in all of these remember the basic rules of indefinite integrals. First, to integrate sums
and differences all we really do is integrate the individual terms and then put the terms back
together with the appropriate signs. Next, we can ignore any coefficients until we are done
with integrating that particular term and then put the coefficient back in. Also, do not forget
the “+¢” at the end it is important and must be there.

So, let's evaluate some integrals.
(a) /5t3 — 10t~ %+ 4dt

There’s not really a whole lot to do here other than use the first two formulas from the
beginning of this section. Remember that when integrating powers (that aren't —1 of
course) we just add one onto the exponent and then divide by the new exponent.

1 1
/5t3—10t_6+4dt:5 <4> t+—10 <5> O+ 4t +c

5
:1t4—|—2t_5+4t+c

Be careful when integrating negative exponents. Remember to add one onto the expo-
nent. One of the more common mistakes that students make when integrating negative
exponents is to “add one” and end up with an exponent of “—7” instead of the correct
exponent of “—5".

(b) / S+ 2 8dx

This is here just to make sure we get the point about integrating negative exponents.

1 1
/xs—i-xsdx: §x9—?x77+c

7 1
c 3Wad+ —— +——d
(c) / x° + 5 + NG x
In this case there isn't a formula for explicitly dealing with radicals or rational expres-
sions. However, just like with derivatives we can write all these terms so they are in
the numerator and they all have an exponent. This should always be your first step
when faced with this kind of integral just as it was when differentiating.

7 1 1
/3v4:1:3+5+d93: 3x%+7x_5+6x_%daz

1 7 1 1
=3—gt —~z 7ty <> z3 + e

/4 4 6 \!/2
12 % 7 74+ 5 +

= g4 — - x c
7 4 3
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When dealing with fractional exponents we usually don't “divide by the new exponent”.
Doing this is equivalent to multiplying by the reciprocal of the new exponent and so
that is what we will usually do.

@ [ dy

Don’t make this one harder than it is...

/dy:/ldy:y—l—c

In this case we are really just integrating a one!

© /(w+ V) (4 - w?) dw

We've got a product here and as we noted in the previous section there is no rule for
dealing with products. However, in this case we don’t need a rule. All that we need to
do is multiply things out (taking care of the radicals at the same time of course) and
then we will be able to integrate.

/(er\?’/fU) (47w2) dw:/4ww3+4w§w§dw
3

1
:2w2—1w4+3w%—1—0w13*0+c

dx

4219 — 224 + 1522
() 3
X
As with the previous part it's not really a problem that we don’t have a rule for quotients
for this integral. In this case all we need to do is break up the quotient and then integrate
the individual terms.

dx

40 —22% + 1527 (420 22t 1527
do= |5 — T

3
15

:/43:7 —2x 4+ —dx
T

1
:§x8—x2+15|n]a:\+c

Be careful to not think of the third term as x to a power for the purposes of integration.
Using that rule on the third term will NOT work. The third term is simply a logarithm.
Also, don't get excited about the 15. The 15 is just a constant and so it can be factored
out of the integral. In other words, here is what we did to integrate the third term.

1 1
/5da;:15/da::15|n|x]+c
T x

© Paul Dawkins Calculus — 417 —




Chapter 5 : Integrals Section 5.2 : Computing Indefinite Integrals

Always remember that you can’t integrate products and quotients in the same way that we integrate
sums and differences. At this point the only way to integrate products and quotients is to multiply
the product out or break up the quotient. Eventually we’ll see some other products and quotients
that can be dealt with in other ways. However, there will never be a single rule that will work for
all products and there will never be a single rule that will work for all quotients. Every product and
quotient is different and will need to be worked on a case by case basis.

The first set of examples focused almost exclusively on powers of 2 (or whatever variable we used
in each example). It's time to do some examples that involve other functions.

Evaluate each of the following integrals.

(a) /3e‘” + 5c0s(x) — 10sec?(x) dx
1

(b) /2sec(w) tan(w) + 6w dw

(c) / yfil + 6.csc(y) cot(y) + 2dy

(d) /\/13_73:2 + 65sin(z) + 10sinh(z) dx

7 — 65|n
© / sin? d0

Solution

Most of the problems in this example will simply use the formulas from the beginning of this
section. More complicated problems involving most of these functions will need to wait until
we reach the Substitution Rule.

(a) /3e‘” + 5c0s(x) — 10sec?(x) dx

There isn’t anything to this one other than using the formulas.

/Se’f + 5c0s(x) — 10sec?(x) dr = 3e” + 5sin(z) — 10tan(x) + ¢
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(b)

(d)

1
2 t —d
/ sec(w) tan(w) + o W

Let’s be a little careful with this one. First break it up into two integrals and note the
rewritten integrand on the second integral.

1 11
/2sec(w) tan(w) + @dw = /QSec(w) tan(w) dw +/6wdw

1 1
= [ 2secC tan d — | —d
[ 2sectwytanw)du+ ¢ [ du

Rewriting the second integrand will help a little with the integration at this early stage.
We can think of the 6 in the denominator as a é out in front of the term and then since
this is a constant it can be factored out of the integral. The answer is then,
1 1
/2sec(w)tan(w) + 6w dw = 2sec(w) + 6 In|w|+ ¢
w
Note that we didn’t factor the 2 out of the first integral as we factored the é out of the

second. In fact, we will generally not factor the é out either in later problems. It was
only done here to make sure that you could follow what we were doing.

23 9
+ 6c¢sc(y)cot(y) + —d
/ P (y) cot(y) ;Y

In this one we’ll just use the formulas from above and don’t get excited about the
coefficients. They are just multiplicative constants and so can be ignored while we
integrate each term and then once we’re done integrating a given term we simply put
the coefficients back in.

23 9 -
/y2 T 6 csc(y) cot(y) + ;dy =23tan"'(y) — 6¢csc(y) + 9Infy| + ¢

3
——— +6sin(x) + 10sinh(x) dx
| o (@)
Again, there really isn’t a whole lot to do with this one other than to use the appropriate
formula from above while taking care of coefficients.

+ 6sin(z) 4 10sinh(z) dz = 3sin~*(z) — 6 cos(z) + 10cosh(z) + ¢

| i
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7— 65|n
@ [

This one can be a little tricky if you aren’t ready for it. As discussed previously, at this
point the only way we have of dealing with quotients is to break it up.

7-6sin*(0) 7
/ sin%(6) a0 = / sin(6) 60

= /7csc2(0) —6db

Notice that upon breaking the integral up we further simplified the integrand by recalling
the definition of cosecant. With this simplification we can do the integral.

7 — 65sin’(0)
——————=df = —Tcot(f) — 60 +
/ sin?(#) (6) ¢

As shown in the last part of this example we can do some fairly complicated looking quotients at
this point if we remember to do simplifications when we see them. In fact, this is something that you
should always keep in mind. In almost any problem that we're doing here don’t forget to simplify
where possible. In almost every case this can only help the problem and will rarely complicate the
problem.

In the next problem we’re going to take a look at a product and this time we’re not going to be able
to just multiply the product out. However, if we recall the comment about simplifying a little this
problem becomes fairly simple.

Integrate /sin (t) cos <t> dt.
2 2

Solution

There are several ways to do this integral and most of them require the next section. How-
ever, there is a way to do this integral using only the material from this section. All that is
required is to remember the trig formula that we can use to simplify the integrand up a little.
Recall the following double angle formula.

sin (2t) = 2sin(t) cos(t)
A small rewrite of this formula gives,

sin(t) cos(t) = %sin (2t)
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If we now replace all the t's with % we get,

sin <;> cos <;> = %sin (t)

Using this formula, the integral becomes something we can do.

/sin <;> cos (;) dt = /;sin (t)dt

1
= —§COS(t)+C

As noted earlier there is another method for doing this integral. In fact, there are two al-
ternate methods. To see all three check out the section on Constant of Integrationin the
Extras appendix but be aware that the other two do require the material covered in the next
section.

The formula/simplification in the previous problem is a nice “trick” to remember. It can be used on
occasion to greatly simplify some problems.

There is one more set of examples that we should do before moving out of this section.

Example 4

Given the following information determine the function f (x).

@ f'(z) =42® — 9+ 2sin(z) + 7€, f(0) =15

(b) f"(z) =15z +523+6, f(1)=-53, f(4) =404

In both of these we will need to remember that

fa)= [ @) do

Also note that because we are giving values of the function at specific points we are also
going to be determining what the constant of integration will be in these problems.

Solution

@ f'(x) =42® -9+ 2sin(z) + 7%, f(0) =15
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The first step here is integrating to determine the most general possible f (x).

f(z)= /4:1:3 — 9+ 2sin(z) + 7e” dx
= 2% — 92 — 2cos(z) + 7e® + ¢
Now we have a value of the function so let’s plug in z = 0 and determine the value of
the constant of integration c.

15 = f(0)=0*—9(0) —2cos (0) + 7€’ + ¢
=—-2+T+c
=5+c

So, from this it looks like ¢ = 10. This means that the function is,

f(x) =2* — 9z — 2cos(z) + 7€ + 10

(b) f"(z) =15y +523+6, f(1)=-2, f(4) =404

This one is a little different form the first one. In order to get the function we will need
the first derivative and we have the second derivative. We can however, use an integral
to get the first derivative from the second derivative, just as we used an integral to get
the function from the first derivative.

So, let’s first get the most general possible first derivative by integrating the second
derivative.

F@= [ @ d
:/15:17§+5a:3+6d:n
2
:15<3)x3+ix4+6x+c

3 5
:10w%+1x4+6x+c

Don't forget the constant of integration!

We can now find the most general possible function by integrating the first derivative
which we found above.

5
f(x):/10x3+4m4+6m+cdx
5,15 2

:41'24-1.% +3x°4+cxr+d

Do not get excited about integrating the c. It’s just a constant and we know how to inte-
grate constants. Also, there will be no reason to think the constants of integration from
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the integration in each step will be the same and so we’ll need to call each constant of
integration something different, d in this case.

Now, plug in the two values of the function that we've got.

1 29
=f(1)=4+1+3+c+dzz+c+d

W~ Ut

404:f(4):4(32)—1—%(1024)—1—3(16)+c(4)+d:432+4c+d

This gives us a system of two equations in two unknowns that we can solve.

5 29+ Y d 13
——=—+4c c=——
4 4 = 2
404 =432+ 4c+d d= -2

The function is then,
1 13
f(x):4x%+1x5+3x2—?x—2

Don’'t remember how to solve systems? Check out the Solving Systems portion of the
Algebra/Trig Review.

In this section we've started the process of integration. We’'ve seen how to do quite a few basic
integrals and we also saw a quick application of integrals in the last example.

There are many new formulas in this section that we’ll now have to know. However, if you think
about it, they aren’t really new formulas. They are really nothing more than derivative formulas
that we should already know written in terms of integrals. If you remember that you should find it
easier to remember the formulas in this section.

Always remember that integration is asking nothing more than what function did we differentiate to
get the integrand. If you can remember that many of the basic integrals that we saw in this section
and many of the integrals in the coming sections aren’t too bad.

© Paul Dawkins Calculus — 423 —



Chapter 5 : Integrals Section 5.3 : Substitution Rule for Indefinite Integrals

5.3 Substitution Rule for Indefinite Integrals

After the last section we now know how to do the following integrals.

/ Yz dz / t%dt / cos(w) dw / e’ dy

All of the integrals we’ve done to this point have required that we just had an z, or a ¢, or a w, etc.
and not more complicated terms such as,

213 + 1
/18902 V623 + 5 dx / A g

(t4 + 2t)°
/ (1 - ;) cos (w — Inw) dw /(8y — 1) e’ v gy

All of these look considerably more difficult than the first set. However, they aren’t too bad once
you see how to do them. Let'’s start with the first one.

/ 1822 V623 + 5 dx

In this case let’s notice that if we let
u=6z>+5

and we compute the differential (you remember how to compute these right?) for this we get,

du = 182%dx

Now, let’s go back to our integral and notice that we can eliminate every x that exists in the integral
and write the integral completely in terms of u using both the definition of « and its differential.

/ 1822 /623 + 5 dz = / (62° + 5)% (182°dx)

1
:/u4du

In the process of doing this we've taken an integral that looked very difficult and with a quick
substitution we were able to rewrite the integral into a very simple integral that we can do.

Evaluating the integral gives,

4
/18x2mdw:/uidu:5uz+c:

G|~

(63734-5)% +c

As always, we can check our answer with a quick derivative if we'd like to and don't forget to “back
substitute” and get the integral back into terms of the original variable.

What we’ve done in the work above is called the Substitution Rule. Here is the substitution rule
in general.
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Substitution Rule

/ f(9(2) d (@) do = / f(u) du,  where, u=g(z)

A natural question at this stage is how to identify the correct substitution. Unfortunately, the answer
is it depends on the integral. However, there is a general rule of thumb that will work for many of
the integrals that we're going to be running across.

When faced with an integral we’ll ask ourselves what we know how to integrate. With the integral
above we can quickly recognize that we know how to integrate

/{*/de

However, we didn’t have just the root we also had stuff in front of the root and (more importantly in
this case) stuff under the root. Since we can only integrate roots if there is just an x under the root
a good first guess for the substitution is then to make « be the stuff under the root.

Another way to think of this is to ask yourself if you were to differentiate the integrand (we’re not
of course, but just for a second pretend that we were) is there a chain rule and what is the inside
function for the chain rule. If there is a chain rule (for a derivative) then there is a pretty good
chance that the inside function will be the substitution that will allow us to do the integral.

We will have to be careful however. There are times when using this general rule can get us
in trouble or overly complicate the problem. We’ll eventually see problems where there are more
than one “inside function” and/or integrals that will look very similar and yet use completely different
substitutions. The reality is that the only way to really learn how to do substitutions is to just work
lots of problems and eventually you'll start to get a feel for how these work and you'll find it easier
and easier to identify the proper substitutions.

Now, with that out of the way we should ask the following question. How, do we know if we got the
correct substitution? Well, upon computing the differential and actually performing the substitution
every x in the integral (including the z in the dx) must disappear in the substitution process and
the only letters left should be u’s (including a du) and we should be left with an integral that we can
do.

If there are z’s left over or we have an integral that cannot be evaluated then there is a pretty good
chance that we chose the wrong substitution. Unfortunately, however there is at least one case
(we’ll be seeing an example of this in the next section) where the correct substitution will actually
leave some z’s and we’ll need to do a little more work to get it to work.

Again, it cannot be stressed enough at this point that the only way to really learn how to do sub-
stitutions is to just work lots of problems. There are lots of different kinds of problems and after
working many problems you'll start to get a real feel for these problems and after you work enough
of them you'll reach the point where you'll be able to do simple substitutions in your head without
having to actually write anything down.
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As a final note we should point out that often (in fact in almost every case) the differential will
not appear exactly in the integrand as it did in the example above and sometimes we’ll need to
do some manipulation of the integrand and/or the differential to get all the x’s to disappear in the
substitution.

Let's work some examples so we can get a better idea on how the substitution rule works.

Evaluate each of the following integrals.

(a) / (1 - i}) cos (w — In(w)) dw
®) [3Gu-1evay

(©) /x2 (3 — 10w3)4dac

Solution

(a) / <1 - i}) cos (w — In(w)) dw

In this case it looks like we have a cosine with an inside function and so let’s use that
as the substitution.

w=w— In(w) du:<1—;>dw

So, as with the first example we worked the stuff in front of the cosine appears exactly
in the differential. The integral is then,

/ (1 - 3{)) cos (w — In(w)) dw = /cos (u) du

= sin (u) + ¢
=sin (v — In(w)) + ¢

Don't forget to go back to the original variable in the problem.
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(b)

(c)

/3 (8y — 1) e® ¥ dy

Again, it looks like we have an exponential function with an inside function (i.e. the
exponent) and it looks like the substitution should be,

u=4y* —y du = 8y — 1) dy

Now, with the exception of the 3 the stuff in front of the exponential appears exactly
in the differential. Recall however that we can factor the 3 out of the integral and so it
won't cause any problems. The integral is then,

/3(8y— 1)e4y2_ydy:3/e“du

=3e"+¢

2
=3e! Y 4 ¢

/952 (3 - 103:3)4 dx
In this case it looks like the following should be the substitution.

u=3-— 102" du = —3022 dz

Okay, now we have a small problem. We’ve got an x2 out in front of the parenthesis
but we don’t have a “—30". This is not really the problem it might appear to be at first.
We will simply rewrite the differential as follows.

22 dr = fi du
30

With this we can now substitute the 22 dx away. In the process we will pick up a
constant, but that isn’t a problem since it can always be factored out of the integral.

We can now do the integral.
/:1:2(3—10933)4dx:/(3—10x3)4x2d:c
1
4
= —— | d
[ ( 30) '
1 /1) 5
== —% <5> u- +c

1 5
= _ﬁ(?) — 10:63) +c

Note that in most problems when we pick up a constant as we did in this example we
will generally factor it out of the integral in the same step that we substitute it in.
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x
Q) [
@ V1 — 4z?
In this example don't forget to bring the root up to the numerator and change it into
fractional exponent form. Upon doing this we can see that the substitution is,

1
u=1-— 42> du = —8x dx = zdr = —gdu

The integral is then,

x _1
—dz = [ 2(1 —-42*) 2 dz
/\/1—41:2 / ( )
_ 1/ Y
=—3/u u
_ L
——Zu +c
:—1(1—4x)2—|—c

In the previous set of examples the substitution was generally pretty clear. There was exactly one
term that had an “inside function” and so there wasn't really much in the way of options for the
substitution. Let's take a look at some more complicated problems to make sure we don’t come to
expect all substitutions are like those in the previous set of examples.

Evaluate each of the following integrals.

(@) /sin (1—z)(2—cos(1— x))4dgc
(b) /cos (32)sin' (3z) dz

(c) / sec? (4t) (3 —tan (4t))* dt

Solution
(@) /sin (1-2)(2—cos(l— ) du

In this problem there are two “inside functions”. There is the 1 — x that is inside the two
trig functions and there is also the term that is raised to the 4*" power.

There are two ways to proceed with this problem. The first idea that many students

© Paul Dawkins Calculus — 428 —



Chapter 5 : Integrals Section 5.3 : Substitution Rule for Indefinite Integrals

have is substitute the 1 — x away. There is nothing wrong with doing this but it doesn’t
eliminate the problem of the term to the 4" power. That's still there and if we used this
idea we would then need to do a second substitution to deal with that.

The second (and much easier) way of doing this problem is to just deal with the stuff
raised to the 4" power and see what we get. The substitution in this case would be,

u=2-cos(l—ux) du= —sin(l —z)dx = sin(l—x)dr=—du

Two things to note here. First, don't forget to correctly deal with the “—". A common
mistake at this point is to lose it. Secondly, notice that the 1 —x turns out to not really be
a problem after all. Because the 1 — = was “buried” in the substitution that we actually
used it was also taken care of at the same time. The integral is then,

/Sin(l—x) (2—COS(1—x))4d:L‘:—/u4du

1
= ——u’+ec

)
1
=—=(2—cos (1 - )’ + ¢

As seen in this example sometimes there will seem to be two substitutions that will
need to be done however, if one of them is buried inside of another substitution then
we’'ll only really need to do one. Recognizing this can save a lot of time in working
some of these problems.

(b) /cos (32)sin'? (32) dz

This one is a little tricky at first. We can see the correct substitution by recalling that,

sin'® (3z) = (sin (32))"°

Using this it looks like the correct substitution is,
. 1
u = sin (3z) du = 3¢0s (3z) dz = cos (3z)dz = gdu

Notice that we again had two apparent substitutions in this integral but again the 3z is
buried in the substitution we're using and so we didn’t need to worry about it.

Here is the integral.

. 1
/COS (32)sin'®(32) dz = 3 /ulo du
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Note that the one third in front of the integral came about from the substitution on the
differential and we just factored it out to the front of the integral. This is what we will
usually do with these constants.

(c) / sec? (4t) (3 —tan (4t))° dt

In this case we've got a 4¢, a secant squared as well as a term cubed. However, it
looks like if we use the following substitution the first two issues are going to be taken
care of for us.

1
u =3 — tan (4t) du = —4sec? (4t) dt = sec? (4t) dt = —du

The integral is now,

/sec2 (4t) (3 — tan (4t))° dt = —% /u5 du

The most important thing to remember in substitution problems is that after the substitution all the
original variables need to disappear from the integral. After the substitution the only variables that
should be present in the integral should be the new variable from the substitution (usually u). Note
as well that this includes the variables in the differential!

This next set of examples, while not particularly difficult, can cause trouble if we aren't paying
attention to what we’re doing.

Evaluate each of the following integrals.

3
(@) /5y+4dy

3y
b) / sy

3y
© / (592 + 4)? dy

3
@ [ i
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Solution

(@)

(b)

3
d
/5y+4 4

We haven't seen a problem quite like this one yet. Let's notice that if we take the
denominator and differentiate it we get just a constant and the only thing that we have
in the numerator is also a constant. This is a pretty good indication that we can use
the denominator for our substitution so,

u=>5y+4 du=>5dy = dy = —du

The integral is now,

3 3 (1
dy=2[2a
/5y+4y 5/u“

—§|n|u]+c
5

3

Remember that we can just factor the 3 in the numerator out of the integral and that
makes the integral a little clearer in this case.

3y
d
/5y2+4 Y

The integral is very similar to the previous one with a couple of minor differences but
notice that again if we differentiate the denominator we get something that is different
from the numerator by only a multiplicative constant. Therefore, we’ll again take the
denominator as our substitution.

1
u=>5y>+4 du=10ydy = ydyzﬁdu

The integral is,
3y 3 1
———dy=— [ —d
/5y2+4 Ym0 ) ™
3
=—Inful+¢

10
3
zl—oln‘5y2—|—4‘+c
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(c)

(d)

| Gp
G2+ 42"

Now, this one is almost identical to the previous part except we added a power onto
the denominator. Notice however that if we ignore the power and differentiate what's
left we get the same thing as the previous example so we’ll use the same substitution
here.

u=>5y>+4 du =10y dy = ydy:%du

The integral in this case is,

3 3
/y dy = — [ u?du

(5y2+4)> 7 10
3 1
:—Eu +c
3 2 —1 3
=——(5y* +4 =——°
By +4) e 06y 1 4) ¢

Be careful in this case to not turn this into a logarithm. After working problems like the
first two in this set a common error is to turn every rational expression into a logarithm.
If there is a power on the whole denominator then there is a good chance that it isn’'t
a logarithm.

The idea that we used in the last three parts to determine the substitution is not a bad
idea to remember. If we've got a rational expression try differentiating the denomina-
tor (ignoring any powers that are on the whole denominator) and if the result is the
numerator or only differs from the numerator by a multiplicative constant then we can
usually use that as our substitution.

3
—d
/5y2—|—4 4

Now, this part is completely different from the first three and yet seems similar to them
as well. In this case if we differentiate the denominator we get a y that is not in the
numerator and so we can't use the denominator as our substitution.

In fact, because we have y? in the denominator and no y in the numerator is an indica-
tion of how to work this problem. This integral is going to be an inverse tangent when
we are done. The key to seeing this is to recall the following formula,

1 —1

We clearly don’'t have exactly this but we do have something that is similar. The de-
nominator has a squared term plus a constant and the numerator is just a constant.
So, with a little work and the proper substitution we should be able to get our integral
into a form that will allow us to use this formula.
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There is one part of this formula that is really important and that is the “1+” in the
denominator. The “1+" must be there and we've got a “4+" but it is easy enough to
take care of that. We'll just factor a 4 out of the denominator and at the same time we’ll
factor the 3 in the numerator out of the integral as well. Doing this gives,

3 3
dy:/dy
/5y2+4 1(H+1)
3/ 1
1
3/ 1
L
2
EECDES

Notice that in the last step we rewrote things a little in the denominator. This will help
us to see what the substitution needs to be. In order to get this integral into the formula
above we need to end up with a «? in the denominator. Our substitution will then need
to be something that upon squaring gives us % With the rewrite we can see what
that we’ll need to use the following substitution.

w YU V5 _2

5 du = - dy = dy \/gdu

Don’t get excited about the root in the substitution, these will show up on occasion.
Upon plugging our substitution in we get,

/3d _3(2 /1du
24 T a\5) ) @i

After doing the substitution, and factoring any constants out, we get exactly the integral
that gives an inverse tangent and so we know that we did the correct substitution for
this integral. The integral is then,

/ 3 3/ L
52 +4 Y T 95 ) w2t

_ 3 tan~! (u) + ¢

2V5
3 -1 \@y
= ﬁtan <2> +c

In this last set of integrals we had four integrals that were similar to each other in many ways and
yet all either yielded different answer using the same substitution or used a completely different
substitution than one that was similar to it.

This is a fairly common occurrence and so you will need to be able to deal with these kinds of issues.
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There are many integrals that on the surface look very similar and yet will use a completely different
substitution or will yield a completely different answer when using the same substitution.

Let’s take a look at another set of examples to give us more practice in recognizing these kinds
of issues. Note however that we won’t be putting as much detail into these as we did with the
previous examples.

Example 4

Evaluate each of the following integrals.
213 4+ 1
@ / :
=+ 2t
213 + L
(b) / 4+ 2t
x
c ——dx
© / V1 — 422

dx

1
(@ / V1 — 422

Solution

(@) / 263 +1
(t4 + 2t)°
Clearly the derivative of the denominator, ignoring the exponent, differs from the nu-
merator only by a multiplicative constant and so the substitution is,

u=t"+2t du=(4+2)dt=2022+1)dt = (2t3+1)dt:%du

After a little manipulation of the differential we get the following integral.

213 + 1 1 1
/ ;3 dt = = du
(t* + 2t) 2 ) u?
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(b)

(d)

2t + L
/ 4+ 2t
The only difference between this problem and the previous one is the denominator. In
the previous problem the whole denominator is cubed and in this problem the denom-

inator has no power on it. The same substitution will work in this problem but because
we no longer have the power the problem will be different.

So, using the substitution from the previous example the integral is,

2t3 + 1 1 /1
= dt== [ =d
/t4+2t 2/u“
1InHJr
=-Injul+c¢
2

1
=5 Mnjtt+ 2t +c

So, in this case we get a logarithm from the integral.

x
/ V1 — 4272 da
Here, if we ignore the root we can again see that the derivative of the stuff under the
radical differs from the numerator by only a multiplicative constant and so we’ll use
that as the substitution.

1
w=1-—4x> du = —8x dx = :de:—gdu

The integral is then,

/xdx——l/uédu
Vi—422 8
1

:—é(Z)u%—i-c

1
= -1 —4z2
1 T +c

1
—dx

/ V1 — 4z?

In this case we are missing the z in the numerator and so the substitution from the
last part will do us no good here. This integral is another inverse trig function integral
that is similar to the last part of the previous set of problems. In this case we need to
following formula.

1
————du=sin"Y(u)+¢
/ V1—u? ()

The integral in this problem is nearly this. The only difference is the presence of the
coefficient of 4 on the =2, With the correct substitution this can be dealt with however.
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To see what this substitution should be let’s rewrite the integral a little. We need to
figure out what we squared to get 422 and that will be our substitution.

el el
—F——dar = | —(—ax
With this rewrite it looks like we can use the following substitution.
1
u = 2x du = 2dzr = dr = §du

The integral is then,

/ 1 d 1/ 1 d
—dr == | ———du
V1 — 422 2) V1—u?

1.
= §S|n_1(u) +c

1 .
= §sm‘1 (27) + ¢

Since this document is also being presented on the web we're going to put the rest of the sub-
stitution rule examples in the next section. With all the examples in one section the section was
becoming too large for web presentation.
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5.4 More Substitution Rule

In order to allow these pages to be displayed on the web we've broken the substitution rule exam-
ples into two sections. The previous section contains the introduction to the substitution rule and
some fairly basic examples. The examples in this section tend towards the slightly more difficult
side. Also, we’ll not be putting quite as much explanation into the solutions here as we did in the
previous section.

In the first couple of sets of problems in this section the difficulty is not with the actual integration
itself, but with the set up for the integration. Most of the integrals are fairly simple and most of the
substitutions are fairly simple. The problems arise in getting the integral set up properly for the
substitution(s) to be done. Once you see how these are done it's easy to see what you have to
do, but the first time through these can cause problems if you aren’t on the lookout for potential
problems.

Evaluate each of the following integrals.

(@) /e + sec (2t)tan (2t) dt
(b) /sin (t) (4cos® (t) + 6cos? () — 8) dt

dzx

T
(©) /xcos(m2+1)+x2+1

Solution
(@) /e + sec (2t)tan (2t) dt

This first integral has two terms in it and both will require the same substitution. This
means that we won't have to do anything special to the integral. One of the more
common “mistakes” here is to break the integral up and do a separate substitution on
each part. This isn’t really mistake but will definitely increase the amount of work we’ll
need to do. So, since both terms in the integral use the same substitution we’ll just do
everything as a single integral using the following substitution.

u =2t du = 2dt = dt = %du
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(b)

The integral is then,

/th + sec (2t)tan (2t) dt = /e“ + sec (u) tan (u) du

(e“ +sec(u)) +c

(e* +sec(2t)) + ¢

N =N = N =

Often a substitution can be used multiple times in an integral so don't get excited about
that if it happens. Also note that since there was a % in front of the whole integral there
must also be a 3 in front of the answer from the integral.

/sin (t) (4cos® (t) + 6cos? (t) — 8) dt

This integral is similar to the previous one, but it might not look like it at first glance.
Here is the substitution for this problem,

u = COS (t) du = —sin(t)dt = sin (t) dt = —du
We'll plug the substitution into the problem twice (since there are two cosines) and will

only work because there is a sine multiplying everything. Without that sine in front we
would not be able to use this substitution.

The integral in this case is,
/sin (t) (4cos® (t) + 6cos® (t) — 8) dt = — /4u3 + 6u? — 8du

= —(u4+2u3—8u) +c
= — (cos* (t) + 2cos® (t) — 8cos (t)) + ¢

Again, be careful with the minus sign in front of the whole integral.

dx

2 €T
/xcos(x +1)+$2+1

It should be fairly clear that each term in this integral will use the same substitution,
but let’s rewrite things a little to make things really clear.

T 1
/xCOS(az2+1)+$2+1dx:/a:<cos(:c2+1)+x2+1> dx

Since each term had an z in it and we’ll need that for the differential we factored that
out of both terms to get it into the front. This integral is now very similar to the previous
one. Here’s the substitution.

1
u=1a>+1 du = 2x dx = :vdxzidu
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The integral is,

9 T 1
1 - —= Z
/xcos(a: + )+x2 T de /cos(u)+udu

(sin(u) +Inlu|) + ¢

NN = N =

(sin(z?+ 1) +Injz? +1]) + ¢

So, as we've seen in the previous set of examples sometimes we can use the same substitution
more than once in an integral and doing so will simplify the work.

Evaluate each of the following integrals.

(a) /:v2 + el T dx

(b) /xcos (2* +1) + g de

Solution
@) /x2 +el % dx

In this integral the first term does not need any substitution while the second term does
need a substitution. So, to deal with that we’ll need to split the integral up as follows,

/m2+el_xdx:/x2dm+/el_zdx

The substitution for the second integral is then,

u=1—=x du = —dzx = dr = —du

The integral is,

/:U2+el_xd:v:/ac2dx—/e“du

L s
=_—z°—e“+

3 c

1 3 1—x
=- e

3:6 +c
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Be careful with this kind of integral. One of the more common mistakes here is do the
following “shortcut”.
/xQ—i—el_xdx:—/xQ +e%du

In other words, some students will try do the substitution just the second term without
breaking up the integral. There are two issues with this. First, there is a “—" in front of
the whole integral that shouldn't be there. It should only be on the second term because
that is the term getting the substitution. Secondly, and probably more importantly, there
are z’'s in the integral and we have a du for the differential. We can’t mix variables like
this. When we do integrals all the variables in the integrand must match the variable
in the differential.

1
(b) /:vcos (2* +1) + g de

This integral looks very similar to Example 1c above, but it is different. In this integral
we no longer have the z in the numerator of the second term and that means that the
substitution we’ll use for the first term will no longer work for the second term. In fact,
the second term doesn’t need a substitution at all since it is just an inverse tangent.

The substitution for the first term is then,

1
u=a’+1 du = 2x dx = a:d:c:§du

Now let’s do the integral. Remember to first break it up into two terms before using the
substitution.

1 1
/xcos(a:2+1)+x2+1dx:/xcos(m2+1) dx+/xz+1dx

1 1
_Q/Cos(u)du+/x2+ld:z

In this set of examples we saw that sometimes one (or potentially more than one) term in the
integrand will not require a substitution. In these cases we’ll need to break up the integral into two
integrals, one involving the terms that don’t need a substitution and another with the term(s) that
do need a substitution.
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Evaluate each of the following integrals.

(a)/ e " 4 sec? <10) dz

(b) /sinw\/l —2Cc0sw +

10x+3
()/ 2+16

Tw+ 2

Solution

(@ / ? + sec? ) dz

In this integral, unlike any integrals that we've yet done, there are two terms and each
will require a different substitution. So, to do this integral we'll first need to split up the
integral as follows,

/e‘z + sec? (12—0) dz = /e‘zder/sec2 (%) dz

Here are the substitutions for each integral.

U= —z du = —dz = dz = —du

1
—_ — —_ — p— 1
v dv lodz = dz Odv

Notice that we used different letters for each substitution to avoid confusion when we
go to plug back in for v and v.

Here is the integral.

/e‘“rsec2 (12—0) dz = —/ “du+10/sec

=—e“+ 10tan (v) + ¢

z
=-—-e “+1 tan(—)
+ 10 10 +c
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(b)/smw\/1—2cosw+7w 5

As with the last problem this integral will require two separate substitutions. Let’s first
break up the integral.

dw

/sinw\/1—2003w+ - 2dw—/sinw(1—2c05w)5dw+/

Tw+ 2

Here are the substitutions for this integral.

. . 1
u=1-2cos(w) du=2sin(w)dw = sin (w) dw = idu

v="Tw+ 2 dv = Tdw = dw:%dv

The integral is then,

. 1 1 1
/Slnw\/l—QCOSw—i—? w = /uédu—k?/dv
v

2
L (2 %+1In|\+
2\3 7

1 1
= 5(1—2c05w)% +?|n\7w+2l+c

d
+2

10w+3
()/ 2—1—16

The last problem in this set can be tricky. If there was just an = in the numerator we
could do a quick substitution to get a natural logarithm. Likewise, if there wasn't an «
in the numerator we would get an inverse tangent after a quick substitution.

To get this integral into a form that we can work with we will first need to break it up as

follows.
10x + 3 10z 3
dr = d d
/952+16 * /x2+16 $+/:c2+16 *

/ 0z, 1 3
= T+ — T
22 + 16 16/ 2211

We now have two integrals each requiring a different substitution. The substitutions
for each of the integrals above are,

1
u=1z>+16 du = 2xdx = zdr = idu
1
UZ% dvzzd:ﬁ = dx = 4dv
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The integral is then,
10z + 3 1 3 1
———dr=5 [ —d - ——d
/x2+16 . /u “+4/v2+1 v
3
:5|n|u]+1tan_1(v)+c

3
=5 fo? + 16| + Stan~! () +c

We’'ve now seen a set of integrals in which we need to do more than one substitution. In these
cases we will need to break up the integral into separate integrals and do separate substitutions
for each.

We now need to move onto a different set of examples that can be a little tricky. Once you've seen
how to do these they aren’t too bad but doing them for the first time can be difficult if you aren’t
ready for them.

Example 4

Evaluate each of the following integrals.

@) / tan(z) dz
(b) / sec(y) dy
©) / Cos(ﬂdag
(d) / ette’ gt

(e) /2:c3\/ 2?2+ 1dx

Solution
(@) / tan(z) dz

The first question about this problem is probably why is it here? Substitution rule
problems generally require more than a single function. The key to this problem is to
realize that there really are two functions here. All we need to do is remember the
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(b)

definition of tangent and we can write the integral as,

/ tan(z) de = / ;i)r;((?) dx

Written in this way we can see that the following substitution will work for us,

u=cos(x) du=—sin(z)dz = sin(x) dx = —du

The integral is then,

/tan(m)dx:—/idu

=—Inju|l+¢
= —In|cos(z)| + ¢

Now, while this is a perfectly serviceable answer that minus sign in front is liable to
cause problems if we aren’t careful. So, let’s rewrite things a little. Recalling a property
of logarithms we can move the minus sign in front to an exponent on the cosine and
then do a little simplification.

/tan(:v) dx = —In|cos(z)| + ¢
= In|cos(z)| "t + ¢

=1 +c

n —
|cos(x)]
= In|sec(z)| + ¢

This is the formula that is typically given for the integral of tangent.

Note that we could integrate cotangent in a similar manner.

/ sec(y) dy

This problem also at first appears to not belong in the substitution rule problems. This
is even more of a problem upon noticing that we can'’t just use the definition of the
secant function to write this in a form that will allow the use of the substitution rule.

This problem is going to require a technique that isn’'t used terribly often at this level
but is a useful technique to be aware of. Sometimes we can make an integral doable
by multiplying the top and bottom by a common term. This will not always work and
even when it does it is not always clear what we should multiply by but when it works
it is very useful.
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Here is how we’ll use this idea for this problem.

_ [ secly) (sec(y) +tan(y)
/seC(y) dy = / 1 (sec(y) + tan(y)) w

First, we will think of the secant as a fraction and then multiply the top and bottom of
the fraction by the same term. It is probably not clear why one would want to do this
here but doing this will actually allow us to use the substitution rule. To see how this
will work let’s simplify the integrand somewhat.

[ sec?(y) + tan(y) sec(y)
/ sec(y) dy_/ sec(y) + tan(y) !

We can now use the following substitution.

u=sec(y) +tan(y) du= (sec(y)tan(y) + sec*(y))dy

The integral is then,

/sec(y) dy = /idu

=Injul+¢
=In|sec(y) + tan(y)| + ¢

Sometimes multiplying the top and bottom of a fraction by a carefully chosen term
will allow us to work a problem. It does however take some thought sometimes to
determine just what the term should be.

We can use a similar process for integrating cosecant.

©) / Cos(ﬁﬁ) dr

This next problem has a subtlety to it that can get us in trouble if we aren’t paying
attention. Because of the root in the cosine it makes some sense to use the following
substitution.

This is where we need to be careful. Upon rewriting the differential we get,

1
2du = —dx
T

7

The root that is in the denominator will not become a « as we might have been tempted
to do. Instead it will get taken care of in the differential.
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The integral is,

cos (v/x) , ) du
/\/de_2/cos( ) d
=2sin(u)+c¢

=2sin (Vz) + ¢

(d) / elte’ gt

With this problem we need to very carefully pick our substitution. As the problem is
written we might be tempted to use the following substitution,

u=t+et du:(l—l—et)dt
However, this won't work as you can probably see. The differential doesn’t show up

anywhere in the integrand and we just wouldn’t be able to eliminate all the t's with this
substitution.

In order to work this problem we will need to rewrite the integrand as follows,

/ el gt — / ete® at

We will now use the substitution,

The integral is,
/ et gt — / e du
=e"+c¢
= eet +c

Some substitutions can be really tricky to see and it's not unusual that you'll need to
do some simplification and/or rewriting to get a substitution to work.

(e) /2x3\/ 2?2+ 1dx

This last problem in this set is different from all the other substitution problems that
we've worked to this point. Given the fact that we’ve got more than an x under the root
it makes sense that the substitution pretty much has to be,

uw=12>+1 du = 2x dx
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At first glance it looks like this might not work for the substitution because we have an
23 in front of the root. However, if we first rewrite 2% = 22 (22) we could then move
the 2z to the end of the integral so at least the du will show up explicitly in the integral.
Doing this gives the following,

/2x3\/x2+1dx:/:r2\/x2+1 (2x) dx

:/ 2u2 du

This is a real problem. Our integrals can’'t have two variables in them. Normally this
would mean that we chose our substitution incorrectly. However, in this case we can

rewrite the substitution as follows,
22 =u—1

and now, we can eliminate the remaining z’s from our integral. Doing this gives,

21:3\/1‘2+1da::/(u—1)u§du

3 1
= [ u2 —u2du

+c

to\cn
M\C»J

N
Njw

_25_2,
5 3"
= 22?41
=5

(@ +1)

~ @it

Sometimes, we will need to use a substitution more than once.

This kind of problem doesn't arise all that often and when it does there will sometimes
be alternate methods of doing the integral. However, it will often work out that the
easiest method of doing the integral is to do what we just did here.

This final set of examples isn’t too bad once you see the substitutions and that is the point with this
set of problems. These all involve substitutions that we’ve not seen prior to this and so we need to
see some of these kinds of problems.
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Evaluate each of the following integrals.

1
@ /xln( )

2t
® )/1—ie2t

© [1Sa

1
() /smz2

Solution

1
@ /9: In(z) de

In this case we know that we can’t integrate a logarithm by itself and so it makes some
sense (hopefully) that the logarithm will need to be in the substitution. Here is the
substitution for this problem.

u=In(z) du = —dz

So, the x in the denominator of the integrand will get substituted away with the differ-
ential. Here is the integral for this problem.

1
/dm:/ldu
z In(x) u
=Injul + ¢
=In|In(z)| + ¢

e2t
(b) /1+e2t

Again, the substitution here may seem a little tricky. In this case the substitution is,

1
u=1+¢e* du=2e%dt = e?tdt = §du

e2t 1 /1
— _dt=- [ =d
/1+e2t 2/u “

1
=§|n\1—|—e2t\+c

The integral is then,
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e2t
© / 1+ et at

In this case we can’t use the same type of substitution that we used in the previous
problem. In order to use the substitution in the previous example the exponential in
the numerator and the denominator need to be the same and in this case they aren't.

To see the correct substitution for this problem note that,

edt — (e2t)2
Using this, the integral can be written as follows,
th e2t
[ [
1+e# 1+ (e?)

We can now use the following substitution.

1
u = e’ du = 2e?dt = e?dt = §du

The integral is then,

e?t 1 1
L P d
/1+&t 2/1+M Y

= _tan"! (u) + ¢

=_tan' (%) +¢

) /sm L)
Vi
This integral is similar to the first problem in this set. Since we don’t know how to
integrate inverse sine functions it seems likely that this will be our substitution. If we
use this as our substitution we get,

1

i1

u = Sin T du = ———dx

() Tz

So, the root in the integral will get taken care of in the substitution process and this will
eliminate all the x’s from the integral. Therefore, this was the correct substitution.

The integral is,

sin 1x

\/1—1‘2

udu

1,
2u—i—c

— é(sinfl(a:))2 +c
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Over the last couple of sections we’ve seen a lot of substitution rule examples. There are a couple
of general rules that we will need to remember when doing these problems. First, when doing a
substitution remember that when the substitution is done all the z's in the integral (or whatever
variable is being used for that particular integral) should all be substituted away. This includes the
x in the dx. After the substitution only u’s should be left in the integral. Also, sometimes the correct
substitution is a little tricky to find and more often than not there will need to be some manipulation
of the differential or integrand in order to actually do the substitution.

Also, many integrals will require us to break them up so we can do multiple substitutions so be on
the lookout for those kinds of integrals/substitutions.
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5.5Area Problem

As noted in the first section of this section there are two kinds of integrals and to this point we've
looked at indefinite integrals. It is now time to start thinking about the second kind of integral :
Definite Integrals. However, before we do that we're going to take a look at the Area Problem.
The area problem is to definite integrals what the tangent and rate of change problems are to
derivatives.

The area problem will give us one of the interpretations of a definite integral and it will lead us to
the definition of the definite integral.

To start off we are going to assume that we’ve got a function f (x) that is positive on some interval
[a, b]. What we want to do is determine the area of the region between the function and the
x-axis.

It's probably easiest to see how we do this with an example. So, let's determine the area between
f(z) = 22 + 1 0on [0,2]. In other words, we want to determine the area of the shaded region
below.

=]

Now, at this point, we can't do this exactly. However, we can estimate the area. We will estimate
the area by dividing up the interval into n subintervals each of width,

Then in each interval we can form a rectangle whose height is given by the function value at a
specific point in the interval. We can then find the area of each of these rectangles, add them up
and this will be an estimate of the area.

It's probably easier to see this with a sketch of the situation. So, let’s divide up the interval into 4
subintervals and use the function value at the right endpoint of each interval to define the height
of the rectangle. This gives,
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_“

=
=
in
—

1.5 2

Note that by choosing the height as we did each of the rectangles will over estimate the area since
each rectangle takes in more area than the graph each time. Now let's estimate the area. First,
the width of each of the rectangles is % The height of each rectangle is determined by the function
value at the right endpoint and so the height of each rectangle is nothing more that the function
value at the right endpoint. Here is the estimated area.

=51 (5) +3r w3 () + 5@

()i (3) o
=5.75

Of course, taking the rectangle heights to be the function value at the right endpoint is not our only
option. We could have taken the rectangle heights to be the function value at the left endpoint.
Using the left endpoints as the heights of the rectangles will give the following graph and estimated
area.

—

=
=
in
—_

1.5 2
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In this case we can see that the estimation will be an underestimation since each rectangle misses
some of the area each time.

There is one more common point for getting the heights of the rectangles that is often more accu-
rate. Instead of using the right or left endpoints of each sub interval we could take the midpoint of
each subinterval as the height of each rectangle. Here is the graph for this case.

¥

4:— /

o] e

al ,/: :
= i i

L : i ; : x
0. 05 1 1.5 2

So, it looks like each rectangle will over and under estimate the area. This means that the ap-
proximation this time should be much better than the previous two choices of points. Here is the

estimation for this case.
1. /1 1./3 1./5 1. /7
an =t (5)+ 27 (1) + 27 (5) + 2/ (3)
_ L (AT 1(25) 141y 65
2\ 16 2\ 16 2\ 16 2\ 16
= 4.625

We've now got three estimates. For comparison’s sake the exact area is
14 _
A= 3= 4.666

So, both the right and left endpoint estimation did not do all that great of a job at the estimation.
The midpoint estimation however did quite well.
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Be careful to not draw any conclusion about how choosing each of the points will affect our estima-
tion. In this case, because we are working with an increasing function choosing the right endpoints
will overestimate and choosing left endpoint will underestimate.

If we were to work with a decreasing function we would get the opposite results. For decreasing
functions the right endpoints will underestimate and the left endpoints will overestimate.

Also, if we had a function that both increased and decreased in the interval we would, in all likeli-
hood, not even be able to determine if we would get an overestimation or underestimation.

Now, let’'s suppose that we want a better estimation, because none of the estimations above really
did all that great of a job at estimating the area. We could try to find a different point to use for the
height of each rectangle but that would be cumbersome and there wouldn’t be any guarantee that
the estimation would in fact be better. Also, we would like a method for getting better approxima-
tions that would work for any function we would chose to work with and if we just pick new points
that may not work for other functions.

The easiest way to get a better approximation is to take more rectangles (i.e. increase n). Let's
double the number of rectangles that we used and see what happens. Here are the graphs showing
the eight rectangles and the estimations for each of the three choices for rectangle heights that we
used above.
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Here are the area estimations for each of these cases.

A, =5.1875 A, =4.1875 A,y = 4.65625

So, increasing the number of rectangles did improve the accuracy of the estimation as we'd guessed
that it would.

Let’s work a slightly more complicated example.

Estimate the area between f (z) = 23 — 522 + 62 + 5 and the z-axis on [0,4] using n = 5
subintervals and all three cases above for the heights of each rectangle.

Solution

First, let’'s get the graph to make sure that the function is positive.

( B

()

L]
i =
4

L]
k

¥

L}

So, the graph is positive and the width of each subinterval will be,

Az == =08
Y75

This means that the endpoints of the subintervals are,

0, 0.8, 1.6, 2.4, 3.2, 4

Let's first look at using the right endpoints for the function height. Here is the graph for this
case.
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14 -

12+

0. 0.2 16 24 32 4.

Notice, that unlike the first area we looked at, the choosing the right endpoints here will both
over and underestimate the area depending on where we are on the curve. This will often be
the case with a more general curve that the one we initially looked at. The area estimation
using the right endpoints of each interval for the rectangle height is,

A, =0.8f(0.8) + 0.8f (1.6) + 0.8f (2.4) + 0.8f (3.2) + 0.8f (4)
— 28.96

Now let's take a look at left endpoints for the function height. Here is the graph.

14 -

10+

The area estimation using the left endpoints of each interval for the rectangle height s,

A;=038f(0)+0.8f(0.8) +0.8f (1.6) + 0.8f (2.4) + 0.8f (3.2)
= 22.56
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Finally, let's take a look at the midpoints for the heights of each rectangle. Here is the
graph,

¥
14

12+

The area estimation using the midpoint is then,

A =0.8f(0.4) +0.8f (1.2) + 0.8f (2) + 0.8f (2.8) + 0.8f (3.6)
= 25.12

For comparison purposes the exact area is,

A= ? = 25.333

So, again the midpoint did a better job than the other two. While this will be the case more often
than not, it won't always be the case and so don’t expect this to always happen.

Now, let's move on to the general case. Let’s start out with f (z) > 0 on [a, b] and we’ll divide the
interval into n subintervals each of length,

© Paul Dawkins Calculus — 457 —



Chapter 5 : Integrals Section 5.5 : Area Problem

Note that the subintervals don’'t have to be equal length, but it will make our work significantly
easier. The endpoints of each subinterval are,

o = a

r1 =a+ Az
r9 = a+ 2Ax
r; =a+ilAzx

Tn-1=a+ (n—1)Ax
Tp=a+nAx=0»

Next in each interval,

[0, z1], [x1, @],y [Tict, @] sy [Tn—1, ZTn)
we choose a point z7,z5,...,z,...x;,. These points will define the height of the rectangle in
each subinterval. Note as well that these points do not have to occur at the same point in each
subinterval. However, they are usually the left end point of the interval, right end point of the interval

or the midpoint of the interval.

Here is a sketch of this situation.

The area under the curve on the given interval is then approximately,
Ax f@)Ax+ f(z5)Ax+ -+ f(z]))Ax+ -+ f(z)) Az
We will use summation notation or sigma notation at this point to simplify up our notation a little.

If you need a refresher on summation notation check out the section devoted to this in the Extras
appendix.
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Using summation notation the area estimation is,

n

Asz(x;‘)Ax

The summation in the above equation is called a Riemann Sum.

To get a better estimation we will take n larger and larger. In fact, if we let n go out to infinity we
will get the exact area. In other words,

A= nIme;f(xi> Az

Before leaving this section let's address one more issue. To this point we've required the function
to be positive in our work. Many functions are not positive however. Consider the case of

f(z) = 22 —4 0n [0,2]. If we use n = 8 and the midpoints for the rectangle height we get the
following graph,

Y 0.25 0% 075 1 1.2% 1.5 175 4

N
——

N

L
7
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|
b
I

In this case let's notice that the function lies completely below the z-axis and hence is always
negative. If we ignore the fact that the function is always negative and use the same ideas above
to estimate the area between the graph and the xz-axis we get,

1 1 1 3 1 5 1 7 1 9
Ay = Zf <8> +1f (8) +Zf <8> +1f (8) + Zf <8) +
1 11 1 13 1 15
4f<8>+4f<8>+4f<8>

Our answer is negative as we might have expected given that all the function evaluations are
negative.

= —5.34375
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So, using the technique in this section it looks like if the function is above the z-axis we will get a
positive area and if the function is below the z-axis we will get a negative area. Now, what about
a function that is both positive and negative in the interval? For example, f (z) = 22 — 2 on [0, 2].
Using n = 8 and midpoints the graph is,

( \

0.25 0.5 075 1 1.25

|
LN
T

Some of the rectangles are below the z-axis and so will give negative areas while some are above
the z-axis and will give positive areas. Since more rectangles are below the xz-axis than above it
looks like we should probably get a negative area estimation for this case. In fact that is correct.
Here the area estimation for this case.

1 1 1 3 1 5) 1 7 1 9
Ap = Zf <8> +1f (8> +Zf <8) -l-zf (8> + Zf <8) +
1 11 1 13 1 15
el (s) t1/ (s) 1/ (s)

In cases where the function is both above and below the z-axis the technique given in the section
will give the net area between the function and the x-axis with areas below the z-axis negative and
areas above the z-axis positive. So, if the net area is negative then there is more area under the x-
axis than above while a positive net area will mean that more of the area is above the z-axis.

= —1.34375
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5.6 Definition of the Definite Integral

In this section we will formally define the definite integral and give many of the properties of definite
integrals. Let’s start off with the definition of a definite integral.

Definite Integral

Given a function f (x) that is continuous on the interval [a,b] we divide the interval into
n subintervals of equal width, Az, and from each interval choose a point, z;. Then the
definite integral of f(z) fromatobis

/bf(a:) dr = nli_)moozn:f(:cf)Ax
@ i=1

The definite integral is defined to be exactly the limit and summation that we looked at in the last
section to find the net area between a function and the x-axis. Also note that the notation for the
definite integral is very similar to the notation for an indefinite integral. The reason for this will be
apparent eventually.

There is also a little bit of terminology that we should get out of the way here. The number “a” that
is at the bottom of the integral sign is called the lower limit of the integral and the number “b” at
the top of the integral sign is called the upper limit of the integral. Also, despite the fact that « and
b were given as an interval the lower limit does not necessarily need to be smaller than the upper
limit. Collectively we’ll often call « and b the interval of integration.

Let's work a quick example. This example will use many of the properties and facts from the brief
review of summation notation in the Extras appendix.

Using the definition of the definite integral compute the following.

2
/ 22+ 1dx
0

Solution

First, we can’t actually use the definition unless we determine which points in each interval
that well use for z;. In order to make our life easier we’ll use the right endpoints of each
interval.
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From the previous section we know that for a general n the width of each subinterval is,

2—-0 2
Ap="""=2
n n

The subintervals are then,
0.2] 2.4 [46 2(-1) 2 2(0-1)
7n ) n?ﬂ M n7n 3 ot ) n 7n y ) n M

As we can see the right endpoint of the ¥ subinterval is

L2

x.
! n

The summation in the definition of the definite integral is then,

gf(wf)m - ;f (i) (i)

Now, we are going to have to take a limit of this. That means that we are going to need to
“evaluate” this summation. In other words, we are going to have to use the formulas given
in the summation notation review to eliminate the actual summation and get a formula for
this for a general n.

To do this we will need to recognize that n is a constant as far as the summation notation is
concerned. As we cycle through the integers from 1 to n in the summation only i changes
and so anything that isn’'t an ¢ will be a constant and can be factored out of the summation.
In particular any n that is in the summation can be factored out if we need to.

Here is the summation “evaluation”.

n n .9 n
LD SO

8 (n(n+1)(2n+1) 1
== ~ (2
n3< 6 +n(n)
_ 4(n+1)(2n+1) 49
3n?
_ 14n? +12n+4
B 3n?
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We can now compute the definite integral.

2 n
/ 2?4+ 1de = ILm Zf(xf)Aa:

o l4n? +12n+4
= lim
n—o0 3n2

_u
3

We've seen several methods for dealing with the limit in this problem so we’ll leave it to you
to verify the results.

Wow, that was a lot of work for a fairly simple function. There is a much simpler way of evaluating
these and we will get to it eventually. The main purpose to this section is to get the main properties
and facts about the definite integral out of the way. We'll discuss how we compute these in practice
starting with the next section.

So, let's start taking a look at some of the properties of the definite integral.

Properties

1 /abf(:n) d:x:—/baf(:n) da.

We can interchange the limits on any definite integral, all that we need to do is tack
a minus sign onto the integral when we do.

2. /aaf(x) dz = 0.

If the upper and lower limits are the same then there is no work to do, the integral is
zero.

b b
3. / cf (x) dx = c/ f (z) dz, where ¢ is any number.

So, as with limits, derivatives, and indefinite integrals we can factor out a constant.

4, /abf(a:)ig(x) d:v:/abf(x) dmi/abg(x) da.

We can break up definite integrals across a sum or difference.
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b c b
5. / f(z) de = / f(x) dz +/ f (z) dx where ¢ is any number.

This property is more important than we might realize at first. One of the main uses of
this property is to tell us how we can integrate a function over the adjacent intervals,
[a, c] and [c, b]. Note however that ¢ doesn’t need to be between a and b.

6. /abf@;) dx:/abf(t) dt.

The point of this property is to notice that as long as the function and limits are the
same the variable of integration that we use in the definite integral won't affect the
answer.

See the Proof of Various Integral Properties section of the Extras appendix for the proof of prop-
erties 1 — 4. Property 5 is not easy to prove and so is not shown there. Property 6 is not really a
property in the full sense of the word. It is only here to acknowledge that as long as the function
and limits are the same it doesn’t matter what letter we use for the variable. The answer will be the
same.

Let's do a couple of examples dealing with these properties.

Use the results from the first example to evaluate each of the following.

0
(a) / 2?4+ 1dx
2
2
(b)t/‘]OxQ%—10dx
0

2
(c) / t2 + 1dt
0

Solution

All of the solutions to these problems will rely on the fact we proved in the first example.

Namely that,
2
/ 22+ 1de = 1—4
0 3
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0
(a) / 2?4+ 1dx
2

In this case the only difference between the two is that the limits have interchanged.
So, using the first property gives,

0 2
/ :1:2+1dx:/ 2% + 1dx
2 0

14

3

2
(b) / 10z 4+ 10 dx
0

For this part notice that we can factor a 10 out of both terms and then out of the integral
using the third property.

2 2
/1Ox2+10dﬂc:/ 10 (2% + 1) dw
0 0

2
:10/ 22+ 1dz
0

=10 (14>
3

140

T3

2
(c) / t2 4+ 1dt
0

In this case the only difference is the letter used and so this is just going to use property
6. ) )
14
/ t2+1dt:/ 2?4+ 1lde = —
0 0 3

Here are a couple of examples using the other properties.
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Evaluate the following definite integral.

dx

/130 23 — zsin (z) + cos ()
130 33'2 +1

Solution

There really isn’t anything to do with this integral once we notice that the limits are the same.
Using the second property this is,

dr =0

/130 23 — xsin (z) + cos (z)
130 1172 +1

Example 4

~10
Given that /

6
f(z) dz =23 and / g (z) dx = —9 determine the value of
6 ~10

6
/ 2f (x) — 10g (x) dz

—10

Solution

We will first need to use the fourth property to break up the integral and the third property to
factor out the constants.

6 6 6
/_10 2f (x) —10g (z) dx = /_10 2f (x) dx — /_10 10g (x) dx
6

6
=2 10f(x)da;—10/ g (z)dx

- —-10

Now notice that the limits on the first integral are interchanged with the limits on the given
integral so switch them using the first property above (and adding a minus sign of course).
Once this is done we can plug in the known values of the integrals.

/6 2f () —IOg(:v)dx:—2/_10f(x) d:n—lO/G g (z) dz

~10 6 —10
= —2(23) —10(-9)
=44
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—-10 —-10 =5
f(z) de = 6, / f(z) de = =2, and f () dz = 4 determine the

100 100

Solution

This example is mostly an example of property 5 although there are a couple of uses of
property 1 in the solution as well.

We need to figure out how to correctly break up the integral using property 5 to allow us
to use the given pieces of information. First, we’'ll note that there is an integral that has a
“—5" in one of the limits. It's not the lower limit, but we can use property 1 to correct that
eventually. The other limitis 100 so this is the number ¢ that we’ll use in property 5.

100 12
f(z) de+ f(z) dzx
5 100

12
f (@) do =
5

We’'ll be able to get the value of the first integral, but the second still isn’t in the list of know
integrals. However, we do have second integral that has a limit of 100 in it. The other limit
for this second integral is -10 and this will be ¢ in this application of property 5.

12 100 ~10 12
f(z) de = (x) dz +/ f(x) do+ f(x) dz
5 -5 100 -10

At this point all that we need to do is use the property 1 on the first and third integral to
get the limits to match up with the known integrals. After that we can plug in for the known
integrals.

12

—5 —10 —10
5f(x)alavz— f(x)dw—}-/l f(x)dw—/l f(z) dzx

100 00 2
=—4-2-6
=12

There are also some nice properties that we can use in comparing the general size of definite
integrals. Here they are.
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More Properties

b
7. / cdx = c(b— a), cis any number.

b
8. Iff(:c)>0f0ra<:v<bthen/ f(z) dx > 0.

b b
9. Iff(x)Zg(x)foranSbthen/ f(x) d:rZ/ g (x) dx.
10. Ifmgf(x)§Mf0ra§x§bthenm(b—a)Sf;f(x)d:rrgM(b—a).

W[ f (@) do| < J21f (@) do

See the Proof of Various Integral Properties section of the Extras appendix for the proof of these
properties.

Interpretations of Definite Integral
There are a couple of quick interpretations of the definite integral that we can give here.

First, as we alluded to in the previous section one possible interpretation of the definite integral is
to give the net area between the graph of f () and the z-axis on the interval [a, b]. So, the net area
between the graph of f (z) = 22 + 1 and the z-axis on [0, 2] is,

2 14
/ 2?4 1lde = —
0 3

If you look back in the last section this was the exact area that was given for the initial set of
problems that we looked at in this area.

Another interpretation is sometimes called the Net Change Theorem. This interpretation says that
if f (x) is some quantity (so f’ (x) is the rate of change of f (z)) then,

b
/f’(w) dz = £ (b) — f (a)

is the net change in f (x) on the interval [a, b]. In other words, compute the definite integral of a rate
of change and you'll get the net change in the quantity. We can see that the value of the definite
integral, f (b) — f (a), does in fact give us the net change in f (x) and so there really isn’t anything
to prove with this statement. This is really just an acknowledgment of what the definite integral of
a rate of change tells us.

So as a quick example, if V' (¢) is the volume of water in a tank then,

/t2 V() dt =V () — V (1)

t1
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is the net change in the volume as we go from time ¢; to time t,.

Likewise, if s (¢) is the function giving the position of some object at time ¢ we know that the velocity
of the object at any time tis : v (t) = ¢’ (¢). Therefore, the displacement of the object from time ¢,
to time ¢9 is,
t2
/ v () dt = 5 (ts) — s (1)
t1

Note that in this case if v (¢) is both positive and negative (i.e. the object moves to both the right and
left) in the time frame this will NOT give the total distance traveled. It will only give the displacement,
i.e. the difference between where the object started and where it ended up. To get the total distance
traveled by an object we'd have to compute,

/: v (1)] dt

Itis important to note here that the Net Change Theorem only really makes sense if we're integrating
a derivative of a function.

Fundamental Theorem of Calculus, Part |

As noted by the title above this is only the first part to the Fundamental Theorem of Calculus. We
will give the second part in the next section as it is the key to easily computing definite integrals
and that is the subject of the next section.

The first part of the Fundamental Theorem of Calculus tells us how to differentiate certain types
of definite integrals and it also tells us about the very close relationship between integrals and
derivatives.

Fundamental Theorem of Calculus, Part |

If f(z) is continuous on [a, b] then,

g(:v)z/xf(t) di

is continuous on [a, b] and it is differentiable on (a,b) and,

An alternate notation for the derivative portion of this is,
L[ rwa-rw
dx [, -

To see the proof of this see the Proof of Various Integral Properties section of the Extras ap-
pendix.
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Let's check out a couple of quick examples using this.

Example 6

Differentiate each of the following.

(@) g(x) = /_z e*cos? (1 — 5t) dt

t4+1
()/ t2+1

Solution
(@) g () :/ e*cos? (1 — 5t) dt
—4

This one is nothing more than a quick application of the Fundamental Theorem of
Calculus.
d (z) = e**cos? (1 — 5z)

) / tt 4+ L
2 + 1
This one needs a little work before we can use the Fundamental Theorem of Calculus.
The first thing to notice is that the Fundamental Theorem of Calculus requires the lower
limit to be a constant and the upper limit to be the variable. So, using a property of

definite integrals we can interchange the limits of the integral we just need to remember
to add in a minus sign after we do that. Doing this gives,

144 41 a® 44 4 q a® 44
d/ idt:i _/ idt :_d/ t+ dt
dr |2 t2+1 dx 1 t?+1 dr |, t?2+1

The next thing to notice is that the Fundamental Theorem of Calculus also requires an
x in the upper limit of integration and we’ve got 2. To do this derivative we’re going to
need the following version of the chain rule.

%(g (U)) _ %(9 (u)) % where u = f (z)
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So, if we let v = 2> we use the chain rule to get,

d (‘41 d [t 41
/ +dt:—/ idt
dr J,2 t2+1 de J{ t2+1

d [“t*+1 d
:_/ CAly where u = z*
du [, t2+1  dx
4
u*+1
= LT
4
u*+1
:—27
xuz—i-l

The final step is to get everything back in terms of z.

d [t 22)' 41
de .2t +1 (2)* +1
8 +1
PO
xd+1

=2

Using the chain rule as we did in the last part of this example we can derive some general formulas
for some more complicated problems.
First,

d [w@)

dx /.,
This is simply the chain rule for these kinds of problems.

Next, we can get a formula for integrals in which the upper limit is a constant and the lower limit is
a function of z. All we need to do here is interchange the limits on the integral (adding in a minus
sign of course) and then use the formula above to get,

d b d v(z) ,
Gt [ oas @)

Finally, we can also get a version for both limits being functions of z. In this case we’ll need to use
Property 5 above to break up the integral as follows,

u(zx) a u(w)
/ fa= [ @ dt+/ £(t) dt
v(z) () a

We can use pretty much any value of « when we break up the integral. The only thing that we need
to do is to make sure that f (a) exists. So, assuming that f (a) exists after we break up the integral
we can then differentiate and use the two formulas above to get,

d u(zx) d a u(x)
-’ f@ﬁ—w< ﬁwﬁ+ﬁ ﬂm@

v(z) v(z

= ' (@) fv(@)) + o (2) f(u(@))
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Let's work a quick example.

Differentiate the following integral.

3x
/ t?sin (1 +t2) dt
NG

Solution

This will use the final formula that we derived above.

do J vz

4™ i (1+12) dt = —%x_%(ﬁ)zsin (14 (V@)*) + (3) (32)*sin (1 + (32)°)

1 . .
= —gVasin(l+z)+ 2727 sin (1 + 92%)
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5.7 Computing Definite Integrals

In this section we are going to concentrate on how we actually evaluate definite integrals in practice.
To do this we will need the Fundamental Theorem of Calculus, Part II.

Fundamental Theorem of Calculus, Part Il

Suppose f (x) is a continuous function on [a, b] and also suppose that F'(x) is any anti-
derivative for f (z). Then,

b
/ f(2)de = F (2)2 = F (b) - F (a)

To see the proof of this see the Proof of Various Integral Properties section of the Extras ap-
pendix.

Recall that when we talk about an anti-derivative for a function we are really talking about the
indefinite integral for the function. So, to evaluate a definite integral the first thing that we're going
to do is evaluate the indefinite integral for the function. This should explain the similarity in the
notations for the indefinite and definite integrals.

Also notice that we require the function to be continuous in the interval of integration. This was
also a requirement in the definition of the definite integral. We didn’t make a big deal about this in
the last section. In this section however, we will need to keep this condition in mind as we do our
evaluations.

Next let’'s address the fact that we can use any anti-derivative of f (z) in the evaluation. Let's take
a final look at the following integral.
2
/ 2+ 1da
0

Both of the following are anti-derivatives of the integrand.

1
F(x):§x3+x and F(z)=za"42— =

Using the Fundamental Theorem of Calculus to evaluate this integral with the first anti-derivatives
gives,
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Much easier than using the definition wasn'tit? Let’s now use the second anti-derivative to evaluate

this definite integral.
2 1 18
24 lde= (-2 +o— —
/Ox + laz 3ac +x 31)|,

:1(2)3+2—B—<1(0)3+0—m>

2

3 31 3 31
14 18 18
=3 31731
14
)

The constant that we tacked onto the second anti-derivative canceled in the evaluation step. So,
when choosing the anti-derivative to use in the evaluation process make your life easier and don’t
bother with the constant as it will only end up canceling in the long run.

Also, note that we're going to have to be very careful with minus signs and parenthesis with these
problems. It's very easy to get in a hurry and mess them up.

Let’s start our examples with the following set designed to make a couple of quick points that are
very important.

Evaluate each of the following.

(@) /y2 +y P dy
2

(b) ]/ oy dy
1

2
(c) / y?+y 2dy
—1

Solution
(@) /y2 +y 2 dy

This is the only indefinite integral in this section and by now we should be getting pretty
good with these so we won'’t spend a lot of time on this part. This is here only to make
sure that we understand the difference between an indefinite and a definite integral.
The integral is,

_ 1 _
/y2+y 2dy=§y3—y T+
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2
(b)/ Y +y 2dy
1

Recall from our first example above that all we really need here is any anti-derivative
of the integrand. We just computed the most general anti-derivative in the first part so
we can use that if we want to. However, recall that as we noted above any constants
we tack on will just cancel in the long run and so we’ll use the answer from (a) without
the “+c”.

Here’s the integral,

~ 1 1
/y2+y2dy=<3y3 >
1 )
1,4 1 (1,4 1
— PP
3273 <3() 1)
8 1 1
S 1
3 2 37
_ 17
6

Remember that the evaluation is always done in the order of evaluation at the upper
limit minus evaluation at the lower limit. Also, be very careful with minus signs and
parenthesis. It's very easy to forget them or mishandle them and get the wrong answer.

Notice as well that, in order to help with the evaluation, we rewrote the indefinite integral
a little. In particular we got rid of the negative exponent on the second term. It's
generally easier to evaluate the term with positive exponents.

2
(c) / Y +y 2dy
-1

This integral is here to make a point. Recall that in order for us to do an integral the
integrand must be continuous in the range of the limits. In this case the second term
will have division by zero at y = 0 and since y = 0 is in the interval of integration, i.e. it
is between the lower and upper limit, this integrand is not continuous in the interval of
integration and so we can’t do this integral.

Note that this problem will not prevent us from doing the integral in (b) since y = 0 is
not in the interval of integration.

So, what have we learned from this example?

First, in order to do a definite integral the first thing that we need to do is the indefinite integral. So,
we aren’t going to get out of doing indefinite integrals, they will be in every integral that we’ll be
doing in the rest of this course so make sure that you're getting good at computing them.
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Second, we need to be on the lookout for functions that aren’t continuous at any point between
the limits of integration. Also, it's important to note that this will only be a problem if the point(s)
of discontinuity occur between the limits of integration or at the limits themselves. If the point of
discontinuity occurs outside of the limits of integration the integral can still be evaluated.

In the following sets of examples we won’t make too much of an issue with continuity problems, or
lack of continuity problems, unless it affects the evaluation of the integral. Do not let this convince
you that you don’t need to worry about this idea. It arises often enough that it can cause real
problems if you aren’t on the lookout for it.

Finally, note the difference between indefinite and definite integrals. Indefinite integrals are func-
tions while definite integrals are numbers.

Let’'s work some more examples.

Evaluate each of the following.

(a) /1 62° — bz + 2dx
-3

(b) /Oﬁ(t—z)dt
4

22 5 _
(C)/ 2w w3 g,
1 w

—10
(d) dR
25

Solution
1

(@) / 622 — b + 2dx
-3

There isn’t a lot to this one other than simply doing the work.

1

1
/ 62> — br + 2dx = (23:3 - ga:2 + 23:)
-3

-3

(-5+9)- (-5

=84
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(b) /40\/i(t—2)dt

Recall that we can't integrate products as a product of integrals and so we first need
to multiply the integrand out before integrating, just as we did in the indefinite integral

case.
0 3 1
/\ft—2 ) dt = /t2—2t2dt

25 43
—t2 —t2
5 3

5
2

O
/‘\
oﬂw

\_/

Also, don't get excited about the fact that the lower limit of integration is larger than the
upper limit of integration. That will happen on occasion and there is absolutely nothing
wrong with this.

22 5 _
(C)/ 2w —wtd g,
1 w

First, notice that we will have a division by zero issue at w = 0, but since this isn't in
the interval of integration we won't have to worry about it.

Next again recall that we can’t integrate quotients as a quotient of integrals and so the
first step that we’ll need to do is break up the quotient so we can integrate the function.

24,5 2
2uw° — 3 1
/u};ﬂ_'_dw:/ 2w — = + 3w 3dw
1 w 1 w
1 3
= <w4 —In|w| — >
2 w /|y

:<8—In(2)—;>—(;—ln1—3)

=9—1In(2)

2

Don't get excited about answers that don’'t come down to a simple integer or fraction.
Often times they won't. Also, don't forget that In (1) = 0.
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—10
(d) dR
25

This one is actually pretty easy. Recall that we're just integrating 1.

The last set of examples dealt exclusively with integrating powers of x. Let's work a couple of
examples that involve other functions.

Evaluate each of the following.

(@) /143; — 6V22dx
0

(b) /3 2sin(#) — 5cos(0) db
0

w/4
(c) //6 5 —2sec(z)tan(z) dz

13 1
(@ /—20 e = —gdz

3 1
(e) / 5t — 10t + ot
-2

Solution
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1
(@) / 4z — 6V22 dx
0
This one is here mostly here to contrast with the next example.

1 1
/ 41‘—6\/33:26191::/ Az — 623 da
0 0

(b) /Og 2sin(#) — 5cos(0) db

Be careful with signs with this one. Recall from the indefinite integral sections that it's
easy to mess up the signs when integrating sine and cosine.

/03 2sin(f) — 5cos(f) df = (—2cos(f) — 5 sin(H))’;r/3

= —2c0s (g) —5sin (g) — (—2cos(0) — 5sin(0))

_ oV,

2
_ V3
2

Compare this answer to the previous answer, especially the evaluation at zero. It's
very easy to get into the habit of just writing down zero when evaluating a function at
zero. This is especially a problem when many of the functions that we integrate involve
only x’s raised to positive integers; these evaluate is zero of course. After evaluating
many of these kinds of definite integrals it's easy to get into the habit of just writing
down zero when you evaluate at zero. However, there are many functions out there
that aren’t zero when evaluated at zero so be careful.

w/4
(c) //6 5 —2sec(z)tan(z) dz

Not much to do other than do the integral.

/4 /4
/ 5 —2sec(z)tan(z) dz = (5bz — 2sec(z))
/6 /6
“5(7)-2s(5) - () -2 (()
= 1—7; —2V2 + 7
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For the evaluation, recall that

sec(z) = CO;(z)

and so if we can evaluate cosine at these angles we can evaluate secant at these
angles.

-13 1
@ [, o5

In order to do this one will need to rewrite both of the terms in the integral a little as
follows,

In the second term, taking the 3 out of the denominator will just make integrating that
term easier.

Now the integral.

-1
3 1 1
/ — —dz= (36" —-In|z|
—920 e~ 3z 3 _90

1 1
=3¢ '~ -In|-1| - (3¢ % — - In|-20
smi=11 - (36 - Zin|-20))

-1

1
=3e ! -3¢+ 5In(20)

Just leave the answer like this. It's messy, but it's also exact.

Note that the absolute value bars on the logarithm are required here. Without them
we couldn’t have done the evaluation.

3 1
(e) / 5t6 — 10t + i dt
-2

This integral can’t be done. There is division by zero in the thirdtermat¢ =0and ¢ =0
lies in the interval of integration. The fact that the first two terms can be integrated
doesn’t matter. If even one term in the integral can't be integrated then the whole
integral can’t be done.

So, we've computed a fair number of definite integrals at this point. Remember that the vast
majority of the work in computing them is first finding the indefinite integral. Once we’ve found that
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the rest is just some number crunching.

There are a couple of particularly tricky definite integrals that we need to take a look at next. Actually
they are only tricky until you see how to do them, so don’t get too excited about them. The first
one involves integrating a piecewise function.

Example 4

Given,

6 ifx>1
I @)= { 322 ifx<1
Evaluate each of the following integrals.
22

(@) [ (x) dx

10

3
®) [ fo)d

Solution

Let's first start with a graph of this function.

The graph reveals a problem. This function is not continuous at x = 1 and we're going to
have to watch out for that.

22
(@) flx) da
10

For this integral notice that + = 1 is not in the interval of integration and so that is
something that we’ll not need to worry about in this part.
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Also note the limits for the integral lie entirely in the range for the first function. What
this means for us is that when we do the integral all we need to do is plug in the first
function into the integral.

Here is the integral.

3
®) [ )i

In this part x = 1 is between the limits of integration. This means that the integrand
is no longer continuous in the interval of integration and that is a show stopper as
far we're concerned. As noted above we simply can't integrate functions that aren’t
continuous in the interval of integration.

Also, even if the function was continuous at x = 1 we would still have the problem that
the function is actually two different equations depending where we are in the interval
of integration.

Let’s first address the problem of the function not being continuous at x = 1. As we’ll
see, in this case, if we can find a way around this problem the second problem will
also get taken care of at the same time.

In the previous examples where we had functions that weren’t continuous we had
division by zero and no matter how hard we try we can’t get rid of that problem. Division
by zero is a real problem and we can't really avoid it. In this case the discontinuity does
not stem from problems with the function not existing at z = 1. Instead the function is
not continuous because it takes on different values on either sides of z = 1. We can
“remove” this problem by recalling Property 5 from the previous section. This property
tells us that we can write the integral as follows,

/zf(x) dx=/12f(a:) d:z:+/13f(x) dr

On each of these intervals the function is continuous. In fact we can say more. In
the first integral we will have x between —2 and 1 and this means that we can use the
second equation for f (z) and likewise for the second integral = will be between 1 and
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3 and so we can use the first function for f (z). The integral in this case is then,

/_Zf(x) de/;f(a:) dm+/13f(x) dr

1 3
:/ 3x2dx+/ 6 dx
—2 1

1 3
3‘ +6$)
2 1

=T

=1—(-8)+ (18 - 6)
=21

So, to integrate a piecewise function, all we need to do is break up the integral at the break point(s)
that happen to occur in the interval of integration and then integrate each piece.

Next, we need to look at is how to integrate an absolute value function.

Evaluate the following integral.

3
/ 3t — 5| dt
0

Solution

Recall that the point behind indefinite integration (which we’ll need to do in this problem) is to
determine what function we differentiated to get the integrand. To this point we've not seen
any functions that will differentiate to get an absolute value nor will we ever see a function
that will differentiate to get an absolute value.

The only way that we can do this problem is to get rid of the absolute value. To do this we
need to recall the definition of absolute value.

T ifx >0
2| =9 .
z ifz<O0

Once we remember that we can define absolute value as a piecewise function we can use
the work from Example 4 as a guide for doing this integral.

What we need to do is determine where the quantity on the inside of the absolute value bars
is negative and where it is positive. Itlooks like if ¢ > % the quantity inside the absolute value
is positive and if t < % the quantity inside the absolute value is negative.

Next, note that ¢t = g is in the interval of integration and so, if we break up the integral at this
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point we get,

3 s 3
/|3t—5|dt:/ |3t—5|dt+/ 13t — 5| dt
0 0 3

3

Now, in the first integral we have t < % and so 3t — 5 < 0 in this interval of integration.
That means we can drop the absolute value bars if we put in a minus sign. Likewise, in
the second integral we have ¢t > g which means that in this interval of integration we have
3t — 5 > 0 and so we can just drop the absolute value bars in this integral.

After getting rid of the absolute value bars in each integral we can do each integral. So,
doing the integration gives,

3 2 3
/ y3t—5ydt:/3—(3t—5)dt+/ 3t — 5dt
0 0 2
2 3
3
:/ —3t+5dt+/ 3t —5dt
0

(=3¢ +)
5 45 (5) -0+ (3er-s0- (36) -5 ()

wlut

3

5
3 3
+ <t2 — 575)
0 2 2

5

_25 .8
6 3
41
6

Integrating absolute value functions isn’t too bad. It's a little more work than the “standard” definite
integral, but it's not really all that much more work. First, determine where the quantity inside the
absolute value bars is negative and where it is positive. When we’ve determined that point all we
need to do is break up the integral so that in each range of limits the quantity inside the absolute
value bars is always positive or always negative. Once this is done we can drop the absolute
value bars (adding negative signs when the quantity is negative) and then we can do the integral
as we've always done.

Even and Odd Functions
This is the last topic that we need to discuss in this section.

First, recall that an even function is any function which satisfies,
f(=z)=f(2)
Typical examples of even functions are,

f(z) =2’ f(x) = cos ()
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An odd function is any function which satisfies,
f(=z) =—f(2)
The typical examples of odd functions are,

fla)=a® f(x) = sin (z)

There are a couple of nice facts about integrating even and odd functions over the interval [—a, a].
If f(x) is an even function then,

f(z) dx:2/ f(z) dx
—a 0
Likewise, if f (z) is an odd function then,

af(x)dx:O

Note that in order to use these facts the limit of integration must be the same number, but opposite
signs!

Example 6

Integrate each of the following.

2
(a) / 4zt — 2?2 + 1da
-2

(b) /10 2% + sin (z) da
~10

Solution

Neither of these are terribly difficult integrals, but we can use the facts on them anyway.
2
(@) / 4zt — 2% + 1de
-2

In this case the integrand is even and the interval is correct so,

2 2
/ 4x4—x2+1d:c:2/ 4zt — 2® + 1dx
) 0

4 1
=2 <5ﬂ75 — gﬂ?B +.’1§')

s
15

2

0
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So, using the fact cut the evaluation in half (in essence since one of the new limits was
Zero).

(b) /10 2° + sin (z) da

The integrand in this case is odd and the interval is in the correct form and so we don’t
even need to integrate. Just use the fact.

10
/ 2° 4 sin (z) dz = 0
—10

Note that the limits of integration are important here. Take the last integral as an example. A small
change to the limits will not give us zero.

9
. 4
/ 2° + sin (z) dz = cos (10) — cos (9) — 686559 = —78093.09461
—-10

The moral here is to be careful and not misuse these facts.
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5.8 Substitution Rule for Definite Integrals

We now need to go back and revisit the substitution rule as it applies to definite integrals. At some
level there really isn’t a lot to do in this section. Recall that the first step in doing a definite integral
is to compute the indefinite integral and that hasn’t changed. We will still compute the indefinite
integral first. This means that we already know how to do these. We use the substitution rule to
find the indefinite integral and then do the evaluation.

There are however, two ways to deal with the evaluation step. One of the ways of doing the
evaluation is the probably the most obvious at this point, but also has a point in the process where
we can get in trouble if we aren’t paying attention.

Let's work an example illustrating both ways of doing the evaluation step.

Evaluate the following definite integral.

0
/ 2t2\/1 — 43 dt
2

Solution

Let’s start off looking at the first way of dealing with the evaluation step. We’ll need to be
careful with this method as there is a point in the process where if we aren’t paying attention
we'll get the wrong answer.

Solution 1:

We'll first need to compute the indefinite integral using the substitution rule. Note however,
that we will constantly remind ourselves that this is a definite integral by putting the limits on
the integral at each step. Without the limits it's easy to forget that we had a definite integral
when we've gotten the indefinite integral computed.

In this case the substitution is,

1
u=1— 4¢3 du = —128%dt = t2dt = —Edu

Plugging this into the integral gives,

0
1
/2t2\/1—4t3dt:— /uédu
2

Notice that we didn’t do the evaluation yet. This is where the potential problem arises with
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this solution method. The limits given here are from the original integral and hence are
values of t. We have u’s in our solution. We can’t plug values of ¢ in for w.

Therefore, we will have to go back to ¢'s before we do the substitution. This is the standard
step in the substitution process, but it is often forgotten when doing definite integrals. Note
as well that in this case, if we don’t go back to ¢'s we will have a small problem in that one
of the evaluations will end up giving us a complex number.

So, finishing this problem gives,

0
/ 242\/1 — 43 dt = —é(l - 4t3)g
2

0

-2

- (o)

- % (33@— 1)

So, that was the first solution method. Let's take a look at the second method.

Solution 2 :

Note that this solution method isn’t really all that different from the first method. In this
method we are going to remember that when doing a substitution we want to eliminate all
the t's in the integral and write everything in terms of w.

When we say all here we really mean all. In other words, remember that the limits on the
integral are also values of ¢t and we’re going to convert the limits into « values. Converting
the limits is pretty simple since our substitution will tell us how to relate ¢ and u so all we need
to do is plug in the original ¢ limits into the substitution and we’ll get the new « limits.

Here is the substitution (it's the same as the first method) as well as the limit conversions.

1
u=1—4t2 du=—-12t3dt =  t*dt= gt
t=—2 = w=1-4(-2)" =33
t=0 = u=1-4(0>=1

The integral is now,

0
/ 22\/1 — 43 dt = —
2

As with the first method let's pause here a moment to remind us what we’re doing. In this
case, we've converted the limits to «’s and we’ve also got our integral in terms of u’s and so
here we can just plug the limits directly into our integral. Note that in this case we won't plug
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our substitution back in. Doing this here would cause problems as we would have ¢'s in the
integral and our limits would be u’s. Here’s the rest of this problem.

0
/ 242\/1 — 43 dt = —
2

1
3
uz2

33

- (—;(33)3> 1 (33v33 - 1)

"9

Ol O+

We got exactly the same answer and this time didn’t have to worry about going back to t¢'s
in our answer.

So, we've seen two solution techniques for computing definite integrals that require the substitution
rule. Both are valid solution methods and each have their uses. We will be using the second almost
exclusively however since it makes the evaluation step a little easier.

Let’'s work some more examples.

Evaluate each of the following.

@) /_51 (1+w) (2w + w?)° dw

6y 5
b/ - d
O, Gray Trz ™
(©) /2ey+2COS(7ry) dy

0

(d) /WO 3sin (g) —5cos(m—z) dz

Solution

Since we’ve done quite a few substitution rule integrals to this time we aren’t going to put a
lot of effort into explaining the substitution part of things here.
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(@) /51 (1+w) (2w + w2)5 dw

The substitution and converted limits are,

1
u = 2w + w? du = (2 + 2w) dw = (1+w)dw:§du
w=—1 = u=—1
w=> = u =35

Sometimes a limit will remain the same after the substitution. Don't get excited when
it happens and don’t expect it to happen all the time.

Here is the integral,

5 s 1 /3
/ (1+w) (2w + w?) dw:2/ u’ du
-1 -1

= 153188802

= ﬁu B

Don't get excited about large numbers for answers here. Sometimes they are. That's
life.

64 5
b - d
()/_2 (L+20p° 142z

Here is the substitution and converted limits for this problem,

1
u=1+2x du = 2dx = d$:§du

T =2 = u= -3

The integral is then,

/6 4 5
T — dx =
—2 (14 2z) 1+ 22
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1
(c) /2 e¥ +2cos (my) dy
0

This integral needs to be split into two integrals since the first term doesn’t require a

substitution and the second does.
1

1 1
/Qey+2cos(wy) dy:/Zeydy—l—/QZCos(wy) dy
0 0 0

Here is the substitution and converted limits for the second term.

1
U =my du = mdy = dy = —du
7r
y=20 = u=>0
1 N T
—_ — u = —
Y73 2

Here is the integral.

|=

1 i
1 o %
/2ey—|—2COS(7ry) dy:/2eydy+/2cos(u) du
0 0 T Jo

us
2

22

=eY| + —sin(u)
o T 0

—eb e E-(z>_2-

ez —e +7rsm 5 Wsm(o)
1 2

:e2_1_|_7

™

(d) /ﬁo 3sin (g) —5c0s (m — z) dz

This integral will require two substitutions. So first split up the integral so we can do a
substitution on each term.

o, o, 0
/’5 3sin (5) —5cos (7 — 2) dz:/g 3sin (5) dz_/ﬂ 5cos (m — z) dz

There are the two substitutions for these integrals.

z 1
u:§ du:§dz = dz = 2du
. oo
z-§ = U—g
z=0 = u=>0
v=m—2z dv=—dz = dz = —dv
T 27
i=g o v=o
z=0 = V=T
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Here is the integral for this problem.

0 Py 0 ™
/ 3sin (§> —5cos(m—z) dz = 6/ sin (u) du—|-5/2 cos (v) dv
3 s 5

= —6¢c0s (u W+5sm( v)l,.

E :7
=3V3 - 6+< )
:7—6

The next set of examples is designed to make sure that we don’t forget about a very important
point about definite integrals.

Evaluate each of the following.

5 4t
(@) /_5 T s dt
54t
(b) /3 5

Solution

()/ e

Be careful with this integral. The denominator is zero at ¢t = £ and both of these are
in the interval of integration. Therefore, this integrand is not continuous in the interval
and so the integral can’t be done.

Be careful with definite integrals and be on the lookout for division by zero problems. In
the previous section they were easy to spot since all the division by zero problems that
we had there were where the variable was itself zero. Once we move into substitution
problems however they will not always be so easy to spot so make sure that you first
take a quick look at the integrand and see if there are any continuity problems with the
integrand and if they occur in the interval of integration.
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5 4t
(b) /3 oy dt

Now, in this case the integral can be done because the two points of discontinuity,
t = 1, are both outside of the interval of integration. The substitution and converted
limits in this case are,

u=2— 8 du = —16t dt = tdt

1
——du
16

The integral is then,

5 —198
At 4 1
S 2 d
/3 2 8t2 16) 0 u

—70

—i(ln (198) — In (70))

Let's work another set of examples. These are a little tougher (at least in appearance) than the

previous sets.

Example 4

Evaluate each of the following.

In(14)
(@) / e’cos (1 —e”)dr
0

(b) /

(c)

§ sec (3P)tan (3P) P

k4 {/2 + sec(3P)

jus

(d) " cos (z)cos (sin (z)) dx

—Tr
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Solution

In(1+m
(@) / e“cos(l—e*)dx
0

The limits are a little unusual in this case, but that will happen sometimes so don'’t get
too excited about it. Here is the substitution.

u=1—e" du = —e"dx
z=0 = wu=1-e"=1-1=0
r=In(1+7) = wu=1-e"*=1_(14+7)=—x

The integral is then,

In(1+7) -7
/ emcos(l—ex)d:c——/ cos u du
0 0

—(sin(—m) —sin0) =0

(b) /

Here is the substitution and converted limits for this problem.

1

The integral is,

5 sec (3P)tan (3P) qP

© = /2 +sec(3P)
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Here is the substitution and converted limits and don’t get too excited about the sub-
stitution. It's a little messy in the case, but that can happen on occasion.

1
u=2+sec(3P) du=3sec(3P)tan(3P)dP = sec(3P)tan(3P)dP = gdu

= u:2+sec(ﬂ>:2+\/§

e~ |

™

= u:2—{—SEC<3):4

Here is the integral,

5 sec (3P)tan (3P) dP:1/4 u=b du
= {/2+sec(3P) 3 Jatva
_ 1o
— 2 2+v2
1
2

(43 — <2+ \/5)3)

So, not only was the substitution messy, but we also have a messy answer, but again
that’s life on occasion.

us

(d) : cos (z) cos (sin (z)) dz

—Tr

This problem not as bad as it looks. Here is the substitution and converted limits.

uw=Sinz du = coszdr

T = sinw 1
xr = — u = —_ =
2 2

r=—-m = u=sin(-7)=0

The cosine in the very front of the integrand will get substituted away in the differential
and so this integrand actually simplifies down significantly. Here is the integral.

/g cos (z) cos (sin (z)) dx = /1COSudu
_ 0

™

Don't get excited about these kinds of answers. On occasion we will end up with trig
function evaluations like this.
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2 g2
1w

50

This is also a tricky substitution (at least until you see it). Here it is,

u:% du:f%dw = %dw:f%du
w =2 = u =

1
w:% = u = 100

In this last set of examples we saw some tricky substitutions and messy limits, but these are a fact
of life with some substitution problems and so we need to be prepared for dealing with them when
they happen.
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6 Applications of Integrals

The previous chapter dealt exclusively with the computation of definite and indefinite integrals as
well as some discussion of their properties and interpretations. It is now time to start looking at
some applications of integrals. Note as well that we should probably say applications of definite
integrals as that is really what we’ll be looking at in this section.

In addition, we should note that there are a lot of different applications of (definite) integrals out
there. We will look at the ones that can easily be done with the knowledge we have at our disposal
at this point. Once we have covered the next chapter, Integration Techniques, we will be able to
take a look at a few more applications of integrals. At this point we would not be able to compute
many of the integrals that arise in those later applications.

In this chapter we’ll take a look at using integrals to compute the average value of a function and the
work required to move an object over a given distance. In addition we will take a look at a couple
of geometric applications of integrals. In particular we will use integrals to compute the area that
is between two curves and note that this application should not be too surprising given one of the
major interpretations of the definite integral. We will also see how to compute the volume of some
solids. We will compute the volume of solids of revolution, i.e. a solid obtained by rotating a curve
about a given axis. In addition, we will compute the volume of some slightly more general solids in
which the cross sections can be easily described with nice 2D geometric formulas (i.e. rectangles,
triangles, circles, etc.).
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6.1 Average Function Value

The first application of integrals that we’ll take a look at is the average value of a function. The
following fact tells us how to compute this.

Average Function Value

The average value of a continuous function f (z) over the interval [a, b] is given by,

1 b
fcwg — b—a/a f(l‘) dx

To see a justification of this formula see the Proof of Various Integral Properties section of the
Extras appendix.

Let's work a couple of quick examples.

Determine the average value of each of the following functions on the given interval.
_ 42 5
(@) f(t)=t>—5t+6cos(rt)on [—1,3]

(b) R(z) = sin(2z)e!=05(22) on [—7, 7]

Solution

(@) f(t)=t>—5t+6cos(rt)on [—1,3]

There’s really not a whole lot to do in this problem other than just use the formula.

5
favg = 51/2 t? — 5t +6cos (rt) dt
53— (1)
2 (1 5 6 . 2
== <3t3 — 5152 + —sin (mt)) B
12 13
Tt 6
= —1.620993

You caught the substitution needed for the third term right?

So, the average value of this function of the given interval is —1.620993.

© Paul Dawkins Calculus — 498 —



Chapter 6 : Applications of Integrals Section 6.1 : Average Function Value

(b) R (z) = sin(2z)e'~¢s(2%) on [—7, 7]

Again, not much to do here other than use the formula. Note that the integral will need
the following substitution.
u=1-cos(2z)

Here is the average value of this function,

1 T
Ravg = / sin (2z) e17005(22) g
™= (_ﬂ—) -7

1 1—cos(2z)
= —¢€
47

=0

So, in this case the average function value is zero. Do not get excited about getting
zero here. It will happen on occasion. In fact, if you look at the graph of the function
on this interval it's not too hard to see that this is the correct answer.

Riz)

There is also a theorem that is related to the average function value.

The Mean Value Theorem for Integrals

If f(z) is a continuous function on [a, b] then there is a number c in [a, b] such that,

b
/ f (@) dz = () (b a)

Note that this is very similar to the Mean Value Theorem that we saw in the Derivatives Applica-
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tions chapter. See the Proof of Various Integral Properties section of the Extras appendix for the
proof.

Note that one way to think of this theorem is the following. First rewrite the result as,

b
[t a=t )

and from this we can see that this theorem is telling us that there is a number ¢ < ¢ < b such
that fo.g = f (c). Or, in other words, if f (z) is a continuous function then somewhere in [a, b] the
function will take on its average value.

Let's take a quick look at an example using this theorem.

Determine the number ¢ that satisfies the Mean Value Theorem for Integrals for the function
[ (x) = 2? + 3z + 2 on the interval [1,4].

Solution

First let's notice that the function is a polynomial and so is continuous on the given interval.
This means that we can use the Mean Value Theorem. So, let’s do that.

4
/ x2+3x+2dx:(c2—|—30—|—2)(4—1)
1
1 3 4
(3x3+2$2+2$> :3(02+3c+2)
1

99
?:302+9c+6

87
02302—1-90—?

This is a quadratic equation that we can solve. Using the quadratic formula we get the
following two solutions,

c= _?’4—2\/@ — 2.593
c= _3_2\/67 — _5.593

Clearly the second number is not in the interval and so that isn’t the one that we’re after.
The first however is in the interval and so that's the number we want.

Note that it is possible for both numbers to be in the interval so don’t expect only one to be
in the interval.
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6.2 Area Between Curves

In this section we are going to look at finding the area between two curves. There are actually two
cases that we are going to be looking at.

In the first case we want to determine the area between y = f (z) and y = g («) on the interval
[a, b]. We are also going to assume that f (z) > ¢ (z). Take a look at the following sketch to get an
idea of what we're initially going to look at.

s ~

¥

Wke===cccc=a===

In the Area and Volume Formulas section of the Extras appendix we derived the following formula
for the area in this case.

b
A= [ f@) -9 do (6.1)

The second case is almost identical to the first case. Here we are going to determine the area
between z = f (y) and x = g (y) on the interval [c, d] with f (y) > g (v).
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In this case the formula is,

d
A= / f W) - g() dy (6.2)

Now Equation 6.1 and Equation 6.2 are perfectly serviceable formulas, however, it is sometimes
easy to forget that these always require the first function to be the larger of the two functions. So,
instead of these formulas we will instead use the following “word” formulas to make sure that we
remember that the area is always the “larger” function minus the “smaller” function.

In the first case we will use,

Area Between Curves, Case 1

b
A= / upper ) _ (1 lower 1, a<z<b 6.3)
. \ function function

In the second case we will use,

Area Between Curves, Case 2

d .
right left
4= B Sy< 4
/c ( function ) ( function | csysd (6.4)

Using these formulas will always force us to think about what is going on with each problem and
to make sure that we’ve got the correct order of functions when we go to use the formula.

Let’'s work an example.

Determine the area of the region enclosed by y = 2% and y = /.

Solution

First of all, just what do we mean by “area enclosed by”. This means that the region we're
interested in must have one of the two curves on every boundary of the region. So, here is
a graph of the two functions with the enclosed region shaded.
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08l y=ufx

0.6~

04

Note that we don't take any part of the region to the right of the rightmost intersection point
of these two graphs. In this region there is no boundary on the right side and so this region
is not part of the enclosed area. Remember that one of the given functions must be on the
boundary of the enclosed region.

Also, from this graph it's clear that the upper function will be dependent on the range of z's
that we use. Because of this you should always sketch of a graph of the region. Without a
sketch it's often easy to mistake which of the two functions is the larger. In this case most
would probably say that y = 22 is the upper function and they would be right for the vast
majority of the x's. However, in this case it is the lower of the two functions.

The limits of integration for this will be the intersection points of the two curves. In this case
it's pretty easy to see that they will intersect at z = 0 and x = 1 so these are the limits of
integration.

So, the integral that we’ll need to compute to find the area is,

b
A= / uppgr - Iowgr d
« \ function function

1
:/ Ve —2*dz
0

Before moving on to the next example, there are a couple of important things to note.

First, in almost all of these problems a graph is pretty much required. Often the bounding region,
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which will give the limits of integration, is difficult to determine without a graph.

Also, it can often be difficult to determine which of the functions is the upper function and which is
the lower function without a graph. This is especially true in cases like the last example where the
answer to that question actually depended upon the range of z’s that we were using.

Finally, unlike the area under a curve that we looked at in the previous chapter the area between
two curves will always be positive. If we get a negative number or zero we can be sure that we've
made a mistake somewhere and will need to go back and find it.

Note as well that sometimes instead of saying region enclosed by we will say region bounded by.
They mean the same thing.

Let's work some more examples.

Determine the area of the region bounded by y = e~ y=x+ 1,z =2, and the
y-axis.

Solution

In this case the last two pieces of information, x = 2 and the y-axis, tell us the right and left
boundaries of the region. Also, recall that the y-axis is given by the line z = 0. Here is the
graph with the enclosed region shaded in.

( \

¥

Here, unlike the first example, the two curves don’t meet. Instead we rely on two vertical
lines to bound the left and right sides of the region as we noted above
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Here is the integral that will give the area.

b
A / uppfer B Iowgr de
o function function

2
—/ x—l—l—xe*ﬁda:

—( +x+ el°2>
_1
2

2

0

e
— = 3.5092
2

Determine the area of the region bounded by y = 222 + 10 and y = 4z + 16.

Solution

In this case the intersection points (which we’ll need eventually) are not going to be easily
identified from the graph so let's go ahead and get them now. Note that for most of these
problems you'll not be able to accurately identify the intersection points from the graph and
so you'll need to be able to determine them by hand. In this case we can get the intersection
points by setting the two equations equal.

222 +10 = 4z + 16
202 —dxr —6=0
2(x+1)(z—3)=0

So, it looks like the two curves will intersect at z = —1 and x = 3. If we need them we
can get the y values corresponding to each of these by plugging the values back into either
of the equations. We’'ll leave it to you to verify that the coordinates of the two intersection
points on the graph are (—1,12) and (3, 28).

Note as well that if you aren’t good at graphing knowing the intersection points can help in
at least getting the graph started. Here is a graph of the region.
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With the graph we can now identify the upper and lower function and so we can now find

the enclosed area.
b
A_/ uppgr - Iowgr de
« \ function function

3
:/ 4z +16 — (22° + 10) da
-1

3
/ —22% + 42 + 6dx
1

_ ) ;
= <—3a:3 + 222 + 63:)
64
3

—1

Be careful with parenthesis in these problems. One of the more common mistakes students make
with these problems is to neglect parenthesis on the second term.

Example 4

Determine the area of the region bounded by y = 222 + 10, y = 42 + 16, 2 = —2 and
T = 5.

Solution

So, the functions used in this problem are identical to the functions from the first problem.
The difference is that we’'ve extended the bounded region out from the intersection points.
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Since these are the same functions we used in the previous example we won't bother finding
the intersection points again.

Here is a graph of this region.

Okay, we have a small problem here. Our formula requires that one function always be the
upper function and the other function always be the lower function and we clearly do not
have that here. However, this actually isn’t the problem that it might at first appear to be.
There are three regions in which one function is always the upper function and the other is
always the lower function. So, all that we need to do is find the area of each of the three
regions, which we can do, and then add them all up.

Here is the area.

-1 3
A:/ 2x2+10—(4x+16)d:v+/ 4z 416 — (22* 4 10) dz
—92 -1

5
+/ 222 + 10 — (4 + 16) dz
3

-1 3 5
:/ 2:172—4:r—6d1‘+/ —2$2+4$+6dl‘—|—/ 222 — 4z — 6dx
_92 -1 3

2 -1 3 2
= <:z;3 —27% — 6:c> + <x3 — 2% — 6ac>
3 1 3

5

2
+ (—3333 + 222 + 63:)

—92 3

_14+64+64
3 3 3
142
3
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Determine the area of the region enclosed by y = sin(z), y = cos(z), z = 7, and the
y-axis.

Solution

First let's get a graph of the region.

1 V=COSX

o |

V=snzx

kg

e

So, we have another situation where we will need to do two integrals to get the area. The
intersection point will be where
sin(x) = cos(x)

in the interval. We'll leave it to you to verify that this will be x = 7. The area is then,

/2

A= /0er cos(x) — sin(z) dz + /7T/4 sin(x) — cos(x) dx

+ <— cos(z) — sin(x)>

I w/2

= (sin(z) + cos(z))

0
- 2—1+(\f2—1)
=22 — 2 = 0.828427

w/4

We will need to be careful with this next example.
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Example 6

Determine the area of the region enclosed by = = %y2 —3andy =z —1.

Solution

Don't let the first equation get you upset. We will have to deal with these kinds of equations
occasionally so we’'ll need to get used to dealing with them.

As always, it will help if we have the intersection points for the two curves. In this case we’ll
get the intersection points by solving the second equation for x and then setting them equal.
Here is that work,

+1—12 3
y+1l=3y

2y+2=1y>—6
0=9y>—2y—38
0=(y—4)(y+2)

So, it looks like the two curves will intersect at y = —2 and y = 4 or if we need the full
coordinates they will be : (—1,—2) and (5,4).

Here is a sketch of the two curves.

Now, we will have a serious problem at this point if we aren’t careful. To this point we’ve been
using an upper function and a lower function. To do that here notice that there are actually
two portions of the region that will have different lower functions. In the range [—3, —1] the
parabola is actually both the upper and the lower function.
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To use the formula that we’'ve been using to this point we need to solve the parabola for y.
This gives,

y==+V2r+6

where the “+” gives the upper portion of the parabola and the “-” gives the lower por-
tion.

Here is a sketch of the complete area with each region shaded that we’'d need if we were
going to use the first formula.

The integrals for the area would then be,
—1 5
A:/ V2z +6 — (=22 +6) da:+/ V2r+6—(x—1)dx

-3 —1
-1 5

:/ 2\/2:E—|—6da:+/ V2xr+6—x+ ldx
-3 -1
-1 5 5

:/ 2\/2x+6dx+/ \/2x+6da:+/ —x+ ldx
-3 -1 -1

4 16
L 5
+ | —z2"+x
4 (2 )

While these integrals aren't terribly difficult they are more difficult than they need to be.

5

N
Njw

1
u —Uu
3

2
3
— 18

0 -1

Recall that there is another formula for determining the area. It is,
d right left
c function function
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and in our case we do have one function that is always on the left and the other is always
on the right. So, in this case this is definitely the way to go. Note that we will need to rewrite
the equation of the line since it will need to be in the form x = f (y) but that is easy enough
to do. Here is the graph for using this formula.

The area is,

A

d right left
/ < function /| | function dy
4 1
/ (y+1) <2y — 3) dy

—fy +y+4dy
-2
4

13 12
= (2P +=y? +4
<6y+2y+y)

=18

-2

This is the same that we got using the first formula and this was definitely easier than the
first method.

So, in this last example we've seen a case where we could use either formula to find the area.
However, the second was definitely easier.

Students often come into a calculus class with the idea that the only easy way to work with functions
is to use them in the form y = f (z). However, as we’ve seen in this previous example there are
definitely times when it will be easier to work with functions in the form = = f (y). In fact, there are
going to be occasions when this will be the only way in which a problem can be worked so make
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sure that you can deal with functions in this form.

Let's take a look at one more example to make sure we can deal with functions in this form.

Determine the area of the region bounded by z = —y? + 10 and = = (y — 2)2.

Solution
First, we will need intersection points.
—? +10 = (y — 2)°
—2 4+ 10=9> — 4y +4
0=2y>—4y—6
0=2(y+1)(y—3)

The intersection points are y = —1 and y = 3. Here is a sketch of the region.

This is definitely a region where the second area formula will be easier. If we used the first
formula there would be three different regions that we’d have to look at.
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The area in this case is,

A

/d right ) left p
. function function 4

3
/ —y2—|—10—(y—2)2dy

W=

3 64
43

:/ —2y* + 4y + 6dy
—1

2
—§y3 +2y% + 6y>
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Section 6.3 : Volume with Rings

6.3 Solids of Revolution / Method of Rings

In this section we will start looking at the volume of a solid of revolution. We should first define just
what a solid of revolution is. To get a solid of revolution we start out with a function, y = f (z), on

an interval [a, b].

We then rotate this curve about a given axis to get the surface of the solid of revolution. For
purposes of this discussion let’s rotate the curve about the z-axis, although it could be any vertical or
horizontal axis. Doing this for the curve above gives the following three dimensional region.

-

¥

=
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What we want to do over the course of the next two sections is to determine the volume of this
object.

In the Area and Volume Formulas section of the Extras appendix we derived the following formulas
for the volume of this solid.

Volume Formulas

V:/abA(as)d:c V:/CdA(y)dy

where, A (z) and A (y) are the cross-sectional area functions of the solid. There are many ways to
get the cross-sectional area and we’ll see two (or three depending on how you look at it) over the
next two sections. Whether we will use A (z) or A (y) will depend upon the method and the axis of
rotation used for each problem.

One of the easier methods for getting the cross-sectional area is to cut the object perpendicular
to the axis of rotation. Doing this the cross section will be either a solid disk if the object is solid
(as our above example is) or a ring if we've hollowed out a portion of the solid (we will see this
eventually).

In the case that we get a solid disk the area is,
A = n(radius)?

where the radius will depend upon the function and the axis of rotation.

In the case that we get a ring the area is,

2 2
A outer [ inner
- radius radius

where again both of the radii will depend on the functions given and the axis of rotation. Note as
well that in the case of a solid disk we can think of the inner radius as zero and we’ll arrive at the
correct formula for a solid disk and so this is a much more general formula to use.

Area of Ring

Also, in both cases, whether the area is a function of = or a function of y will depend upon the axis
of rotation as we will see.

This method is often called the method of disks or the method of rings.

Let's do an example.
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Determine the volume of the solid obtained by rotating the region bounded by y = 2% —4x+5,
x = 1, x = 4, and the z-axis about the z-axis.

Solution

The first thing to do is get a sketch of the bounding region and the solid obtained by rotating
the region about the x-axis. We don’t need a picture perfect sketch of the curves we just
need something that will allow us to get a feel for what the bounded region looks like so we
can get a quick sketch of the solid. With that in mind we can note that the first equation is just
a parabola with vertex (2, 1) (you do remember how to get the vertex of a parabola right?)
and opens upward and so we don't really need to put a lot of time into sketching it.

Here are both of these sketches.

Okay, to get a cross section we cut the solid at any xz. Below are a couple of sketches
showing a typical cross section. The sketch on the right shows a cut away of the object with
a typical cross section without the caps. The sketch on the left shows just the curve we're
rotating as well as its mirror image along the bottom of the solid.
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y=x'—dx+5

=
(]
o

In this case the radius is simply the distance from the x-axis to the curve and this is nothing
more than the function value at that particular 2 as shown above. The cross-sectional area
is then,

A(z) = 7r(:L'2 - 4l’+5)2 =T (;1:4 — 823 + 2622 — 402 + 25)

Next, we need to determine the limits of integration. Working from left to right the first cross
section will occur at x = 1 and the last cross section will occur at z = 4. These are the limits
of integration.

The volume of this solid is then,

V:/abA(x) dx

4
:77/ 2t — 8x% + 2622 — 40x + 25 dx
1

4

1 2
=T <5x5 — 27t + ?Gx?’ — 2022 + 2593)

78w

1

5

In the above example the object was a solid object, but the more interesting objects are those that
are not solid so let's take a look at one of those.
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Determine the volume of the solid obtained by rotating the portion of the region bounded by
y=Jrandy= z that lies in the first quadrant about the y-axis.

Solution

First, let's get a graph of the bounding region and a graph of the object. Remember that we
only want the portion of the bounding region that lies in the first quadrant. There is a portion
of the bounding region that is in the third quadrant as well, but we don’t want that for this
problem.

There are a couple of things to note with this problem. First, we are only looking for the vol-
ume of the “walls” of this solid, not the complete interior as we did in the last example.

Next, we will get our cross section by cutting the object perpendicular to the axis of rotation.
The cross section will be a ring (remember we are only looking at the walls) for this example
and it will be horizontal at some y. This means that the inner and outer radius for the ring
will be = values and so we will need to rewrite our functions into the form =z = f (y). Here
are the functions written in the correct form for this example.

y 3
Y

I
I8 <
\
5
|
<

= =4y

Here are a couple of sketches of the boundaries of the walls of this object as well as a typical
ring. The sketch on the left includes the back portion of the object to give a little context to
the figure on the right.
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% 4 4 =20 2 4 &

The inner radius in this case is the distance from the y-axis to the inner curve while the outer
radius is the distance from the y-axis to the outer curve. Both of these are then z distances
and so are given by the equations of the curves as shown above.

The cross-sectional area is then,
Ay) = ((4y)2 - (y3)2) = (16y° — y°)

Working from the bottom of the solid to the top we can see that the first cross-section will
occur at y = 0 and the last cross-section will occur at y = 2. These will be the limits of
integration. The volume is then,

d
V=1 Aly) dy

With these two examples out of the way we can now make a generalization about this method. If
we rotate about a horizontal axis (the xz-axis for example) then the cross-sectional area will be a
function of z. Likewise, if we rotate about a vertical axis (the y-axis for example) then the cross-
sectional area will be a function of y.

The remaining two examples in this section will make sure that we don’t get too used to the idea
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of always rotating about the z or y-axis.

Determine the volume of the solid obtained by rotating the region bounded by y = z? — 2z
and y = x about the line y = 4.

Solution

First let's get the bounding region and the solid graphed.

Again, we are going to be looking for the volume of the walls of this object. Also, since we
are rotating about a horizontal axis we know that the cross-sectional area will be a function
of .

Here are a couple of sketches of the boundaries of the walls of this object as well as a typical

ring. The sketch on the left includes the back portion of the object to give a little context to
the figure on the right.
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=S I =

L

Now, we're going to have to be careful here in determining the inner and outer radius as
they aren’t going to be quite as simple they were in the previous two examples.

Let's start with the inner radius as this one is a little clearer. First, the inner radius is NOT z.
The distance from the x-axis to the inner edge of the ring is z, but we want the radius and
that is the distance from the axis of rotation to the inner edge of the ring. So, we know that
the distance from the axis of rotation to the z-axis is 4 and the distance from the z-axis to the
inner ring is x. The inner radius must then be the difference between these two. Or,

inner radius =4 — =

The outer radius works the same way. The outer radius is,

outer radius = 4 — (2* — 22) = —2® + 22 + 4

Note that given the location of the typical ring in the sketch above the formula for the outer
radius may not look quite right but it is in fact correct. As sketched the outer edge of the ring
is below the z-axis and at this point the value of the function will be negative and so when
we do the subtraction in the formula for the outer radius we’ll actually be subtracting off a
negative number which has the net effect of adding this distance onto 4 and that gives the
correct outer radius. Likewise, if the outer edge is above the z-axis, the function value will
be positive and so we’ll be doing an honest subtraction here and again we’ll get the correct
radius in this case.

The cross-sectional area for this case is,

Alz)=m ((—932 + 22 + 4)2 —(4- :U)2> =7 (:U4 —42® — 522 + 24z)
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The first ring will occur at z = 0 and the last ring will occur at x = 3 and so these are our
limits of integration. The volume is then,

V:/abA(:c) dx

3
:7T/ 2t — 42% — 522 + 24x dx
0

3

Example 4

Determine the volume of the solid obtained by rotating the region bounded by y = 2v/z — 1
and y = = — 1 about the line z = —1.

Solution

As with the previous examples, let’s first graph the bounded region and the solid.

Now, let's notice that since we are rotating about a vertical axis and so the cross-sectional
area will be a function of y. This also means that we are going to have to rewrite the functions
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to also get them in terms of y.

2
y=2Vz 1 = x:yz—kl
y=z—1 = r=y+1
Here are a couple of sketches of the boundaries of the walls of this object as well as a typical

ring. The sketch on the left includes the back portion of the object to give a little context to
the figure on the right.

x=-1 g x=1y"+1

T T
T46-54-3-2-1012 3 435

The inner and outer radius for this case is both similar and different from the previous ex-
ample. This example is similar in the sense that the radii are not just the functions. In this
example the functions are the distances from the y-axis to the edges of the rings. The center
of the ring however is a distance of 1 from the y-axis. This means that the distance from the
center to the edges is a distance from the axis of rotation to the y-axis (a distance of 1) and
then from the y-axis to the edge of the rings.

So, the radii are then the functions plus 1 and that is what makes this example different from
the previous example. Here we had to add the distance to the function value whereas in the
previous example we needed to subtract the function from this distance. Note that without
sketches the radii on these problems can be difficult to get.

So, in summary, we've got the following for the inner and outer radius for this example.

outerradius=y+1+1=y+2

y? y?
innerradius:z+1+1zz+2
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The cross-sectional area is then,

A(y)zw((y—l—2)2— <y42+2>2> :w<4y—3£)

The first ring will occur at y = 0 and the final ring will occur at y = 4 and so these will be our
limits of integration.

The volume is,
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6.4 Solids of Revolution / Method of Cylinders

In the previous section we started looking at finding volumes of solids of revolution. In that section
we took cross sections that were rings or disks, found the cross-sectional area and then used the
following formulas to find the volume of the solid.

V:/abA(x)dx V:/ch(y)dy

In the previous section we only used cross sections that were in the shape of a disk or a ring. This
however does not always need to be the case. We can use any shape for the cross sections as
long as it can be expanded or contracted to completely cover the solid we're looking at. This is a
good thing because as our first example will show us we can't always use rings/disks.

Determine the volume of the solid obtained by rotating the region bounded by
y = (z — 1) (z — 3)? and the z-axis about the y-axis.

Solution

As we did in the previous section, let’s first graph the bounded region and solid. Note that
the bounded region here is the shaded portion shown. The curve is extended out a little past
this for the purposes of illustrating what the curve looks like.

¥ ¥
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So, we've basically got something that’s roughly doughnut shaped. If we were to use rings
on this solid here is what a typical ring would look like.
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This leads to several problems. First, both the inner and outer radius are defined by the
same function. This, in itself, can be dealt with on occasion as we saw in a example in the
Area Between Curves section. However, this usually means more work than other methods
so it's often not the best approach.

This leads to the second problem we got here. In order to use rings we would need to put
this function into the form = = f (y). That is NOT easy in general for a cubic polynomial
and in other cases may not even be possible to do. Even when it is possible to do this
the resulting equation is often significantly messier than the original which can also cause
problems.

The last problem with rings in this case is hot so much a problem as it’s just added work. If we
were to use rings the limit would be y limits and this means that we will need to know how high
the graph goes. To this point the limits of integration have always been intersection points
that were fairly easy to find. However, in this case the highest point is not an intersection
point, but instead a relative maximum. We spent several sections in the Applications of
Derivatives chapter talking about how to find maximum values of functions. However, finding
them can, on occasion, take some work.

So, we've seen three problems with rings in this case that will either increase our work load
or outright prevent us from using rings.

What we need to do is to find a different way to cut the solid that will give us a cross-sectional
area that we can work with. One way to do this is to think of our solid as a lump of cookie
dough and instead of cutting it perpendicular to the axis of rotation we could instead center
a cylindrical cookie cutter on the axis of rotation and push this down into the solid. Doing
this would give the following picture,
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Doing this gives us a cylinder or shell in the object and we can easily find its surface area.
The surface area of this cylinder is,

A (z) = 2 (radius) (height)

— 21 () ((x D (z— 3)2)
=27 (x4 — 723 4+ 1522 — 956)

Notice as well that as we increase the radius of the cylinder we will completely cover the
solid and so we can use this in our formula to find the volume of this solid. All we need are
limits of integration. The first cylinder will cut into the solid at x = 1 and as we increase z to
x = 3 we will completely cover both sides of the solid since expanding the cylinder in one
direction will automatically expand it in the other direction as well.

The volume of this solid is then,

V—/abA(:c) dx
3

:27r/ 2t — 723 + 1522 — 9z dx
1

3

1 7 9
:27T <5x5— 1[]74"’5[173— 2[132) .
o
5

The method used in the last example is called the method of cylinders or method of shells. The
formula for the area in all cases will be,
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Area of Cylinder

A = 2 (radius) (height)

There are a couple of important differences between this method and the method of rings/disks
that we should note before moving on. First, rotation about a vertical axis will give an area that is
a function of z and rotation about a horizontal axis will give an area that is a function of y. This is
exactly opposite of the method of rings/disks.

Second, we don’t take the complete range of x or y for the limits of integration as we did in the
previous section. Instead we take a range of z or y that will cover one side of the solid. As we noted
in the first example if we expand out the radius to cover one side we will automatically expand in
the other direction as well to cover the other side.

Let’s take a look at another example.

Determine the volume of the solid obtained by rotating the region bounded by y = ¢/z, z = 8
and the z-axis about the z-axis.

Solution

First let's get a graph of the bounded region and the solid.

Okay, we are rotating about a horizontal axis. This means that the area will be a function of
y and so our equation will also need to be written in x = f (y) form.

y= 1z = =y
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As we did in the ring/disk section let’s take a couple of looks at a typical cylinder. The sketch
on the left shows a typical cylinder with the back half of the object also in the sketch to give
the right sketch some context. The sketch on the right contains a typical cylinder and only

the curves that define the edge of the solid.

UeT 3z 4 5 6 7 x

In this case the width of the cylinder is not the function value as it was in the previous
example. In this case the function value is the distance between the edge of the cylinder
and the y-axis. The distance from the edge out to the line is x = 8 and so the width is then

8 — 4%, The cross-sectional area in this case is,

A (y) = 27 (radius) (width)
=27 (y) (8 —¢°)
=27 (8y — y4)

The first cylinder will cut into the solid at y = 0 and the final cylinder will cut in at y = 2 and

so these are our limits of integration.

The volume of this solid is,

The remaining examples in this section will have axis of rotation about axis other than the x and
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y-axis. As with the method of rings/disks we will need to be a little careful with these.

Determine the volume of the solid obtained by rotating the region bounded by y = 2v/z — 1
and y = = — 1 about the line z = 6.

Solution

Here’s a graph of the bounded region and solid.

1
— &

S5 7 8 9 101112

Here are our sketches of a typical cylinder. Again, the sketch on the left is here to provide
some context for the sketch on the right.

¥ i 7 d
I x - x
4 1 ]
2afr-1-x+1
3 ' I /
3_ » L
21
_ L
74 2 L
1_
14 x—1 |
|
“I T T T T II T T T T T Ix
0 01 23 4 5a 78 9 101112
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Okay, there is a lot going on in the sketch to the left. First notice that the radius is not just
an z or y as it was in the previous two cases. In this case zx is the distance from the y-axis
to the edge of the cylinder and we need the distance from the axis of rotation to the edge of
the cylinder. That means that the radius of this cylinder is 6 — .

Secondly, the height of the cylinder is the difference of the two functions in this case.
The cross-sectional area is then,
A (x) = 2m (radius) (height)

=27 (6—xz)(2Ve —1—x+1)
=2m (2% — Tz + 6 + 12z — 1 — 222 — 1)

Now the first cylinder will cut into the solid at = 1 and the final cylinder will cut into the solid
at = = 5 so there are our limits.

Here is the volume.
b
V:/ Al(x) dz
a
5
:271'/ 22— T +6+12vVr — 1 — 22Vx — 1dx
1

3
2

1 7 4
=27 <3m3x2+6x+8(521) 3

2
=27 @
15
2727
15

@-f - - 1))

The integration of the last term is a little tricky so let's do that here. It will use the substitu-
tion,
u=zx—1 du=dr z=u+1

/Qx\/a:—ldx—2/(u+l)uédu

:2/ug+uédu

(Bud o+ Jut) +c

(@—1)3 +—(z— 1)

ooy
e

u

[SCRIN )

+

(NI

Tt s N
[SCITN

+c

We saw one of these kinds of substitutions back in the substitution section.
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Example 4

Determine the volume of the solid obtained by rotating the region bounded by = = (y — 2)2
and y = z about the line y = —1.

Solution

We should first get the intersection points there.

y=(y—2)°
y=y>—4dy+4
0=y>—5y+4

0=(y—4)(y—1)

So, the two curves will intersect at y = 1 and y = 4. Here is a sketch of the bounded region
and the solid.

Here are our sketches of a typical cylinder. The sketch on the left is here to provide some
context for the sketch on the right.
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Here’s the cross-sectional area for this cylinder.
A (y) = 27 (radius) (width)
=27 (y+1) (y— (y—2)2)
=2r (—y* +4y* +y — 4)

The first cylinder will cut into the solid at y = 1 and the final cylinder will cut in at y = 4. The
volume is then,

Vz/ch@) dy

4
:277/ —yS 4y 4y —4dy
1
1 4 1 4
—or (st ZB 22y
N ETETI
_ G3m
2

1
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6.5 More Volume Problems

In this section we’re going to take a look at some more volume problems. However, the problems
we’ll be looking at here will not be solids of revolution as we looked at in the previous two sections.
There are many solids out there that cannot be generated as solids of revolution, or at least not
easily and so we need to take a look at how to do some of these problems.

Now, having said that these will not be solids of revolutions they will still be worked in pretty much
the same manner. For each solid we’'ll need to determine the cross-sectional area, either A (x) or
A (y), and they use the formulas we used in the previous two sections,

Volume Formulas

V:/abA(x)dx V:/ch(y)dy

The “hard” part of these problems will be determining what the cross-sectional area for each solid
is. Each problem will be different and so each cross-sectional area will be determined by different
means.

Also, before we proceed with any examples we need to acknowledge that the integrals in this
section might look a little tricky at first. There are going to be very few numbers in these problems.
All of the examples in this section are going to be more general derivation of volume formulas for
certain solids. As such we’ll be working with things like circles of radius » and we’ll not be giving a
specific value of » and we’ll have heights of / instead of specific heights, etc.

All the letters in the integrals are going to make the integrals look a little tricky, but all you have to
remember is that the »’s and the h'’s are just letters being used to represent a fixed quantity for the
problem, i.e. it is a constant. So, when we integrate we only need to worry about the letter in the
differential as that is the variable we’re actually integrating with respect to. All other letters in the
integral should be thought of as constants. If you have trouble doing that, just think about what
you'd do if the » was a 2 or the h was a 3 for example.

Let’s start with a simple example that we don't actually need to do an integral that will illustrate how
these problems work in general and will get us used to seeing multiple letters in integrals.
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Find the volume of a cylinder of radius r and height h.

Solution

Now, as we mentioned before starting this example we really don’t need to use an integral
to find this volume, but it is a good example to illustrate the method we’ll need to use for
these types of problems.

We'll start off with the sketch of the cylinder below.

We'll center the cylinder on the z-axis and the cylinder will startat z = 0 and end at z = h
as shown. Note that we're only choosing this particular set up to get an integral in terms of
2 and to make the limits nice to deal with. There are many other orientations that we could
use.

What we need here is to get a formula for the cross-sectional area at any x. In this case
the cross-sectional area is constant and will be a disk of radius r. Therefore, for any = we’ll
have the following cross-sectional area,

A(z) = mr?

Next the limits for the integral will be 0 < = < h since that is the range of x in which the
cylinder lives. Here is the integral for the volume,

h h
h
V:/ 7rr2da7:7r7'2/ dx = 7T7°2x|0 = 7r’h
0 0

So, we get the expected formula.
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Also, recall we are using r to represent the radius of the cylinder. While r can clearly take
different values it will never change once we start the problem. Cylinders do not change
their radius in the middle of a problem and so as we move along the center of the cylinder
(i.e. the z-axis) r is a fixed number and won’t change. In other words, it is a constant that
will not change as we change the z. Therefore, because we integrated with respect to x the
r will be a constant as far as the integral is concerned. The r can then be pulled out of the
integral as shown (although that’s not required, we just did it to make the point). At this point
we’re just integrating dx and we know how to do that.

When we evaluate the integral remember that the limits are = values and so we plug into
the x and NOT the r. Again, remember that » is just a letter that is being used to repre-
sent the radius of the cylinder and, once we start the integration, is assumed to be a fixed
constant.

As noted before we started this example if you're having trouble with the r just think of what
you'd do if there was a 2 there instead of an r. In this problem, because we’re integrating
with respect to z, both the 2 and the r will behave in the same manner. Note however that
you should NEVER actually replace the r with a 2 as that WILL lead to a wrong answer. You
should just think of what you would do IF the » was a 2.

So, to work these problems we'll first need to get a sketch of the solid with a set of = and y axes to
help us see what's going on. At the very least we’'ll need the sketch to get the limits of the integral,
but we will often need it to see just what the cross-sectional area is. Once we have the sketch we’ll
need to determine a formula for the cross-sectional area and then do the integral.

Let's work a couple of more complicated examples. In these examples the main issue is going to
be determining what the cross-sectional areas are.

Find the volume of a pyramid whose base is a square with sides of length L and whose
height is h.

Solution

Let's start off with a sketch of the pyramid. In this case we’ll center the pyramid on the y-axis
and to make the equations easier we are going to position the point of the pyramid at the
origin.
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Now, as shown here the cross-sectional area will be a function of y and it will also be a
square with sides of length s. The area of the square is easy, but we’ll need to get the length
of the side in terms of y. To determine this, consider the figure on the right above. If we
look at the pyramid directly from the front we’'ll see that we have two similar triangles and
we know that the ratio of any two sides of similar triangles must be equal. In other words,
we know that,

s Y Y L

L= h = s=ab=5Y

So, the cross-sectional area is then,

L2
Ay) = 5% = ﬁ?ﬂ

The limit for the integral will be 0 < y < h and the volume will be,

h 12 2 h 2
L L L7 /1
V= Z i dy = = 2dy = = [ 242

Again, do not get excited about the L and the A in the integral. Once we start the problem
if we change y they will not change and so they are constants as far as the integral is
concerned and can get pulled out of the integral. Also, remember that when we evaluate
will only plug the limits into the variable we integrated with respect to, y in this case.

S|

= -L%h
0 3

Before we proceed with some more complicated examples we should once again remind you to
not get excited about the other letters in the integrals. If we're integrating with respect to = or y
then all other letters in the formula that represent fixed quantities (i.e. radius, height, length of a
side, efc.) are just constants and can be treated as such when doing the integral.
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Now let’'s do some more examples.

For a sphere of radius r find the volume of the cap of height h.

Solution

A sketch is probably best to illustrate what we're after here.

r

We are after the top portion of the sphere and the height of this is portion is h. In this case
we’ll use a cross-sectional area that starts at the bottom of the cap, which is at y = r — h,
and moves up towards the top, which is at y = r. So, each cross-section will be a disk of
radius x. It is a little easier to see that the radius will be z if we look at it from the top as
shown in the sketch to the right above. The area of this disk is then,

7'['.fL‘2

This is a problem however as we need the cross-sectional area in terms of y. So, what we
really need to determine what =2 will be for any given y at the cross-section. To get this let’s
look at the sphere from the front.
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In particular look at the triangle POR. Because the point R lies on the sphere itself we can
see that the length of the hypotenuse of this triangle (the line OR) is r, the radius of the
sphere. The line PR has a length of x and the line OP has length y so by the Pythagorean
Theorem we know,

2?2 4 g2 = 12 - 2?2 =2 g2

So, we now know what =2 will be for any given y and so the cross-sectional area is,
Aly) =7 (r* —y?)
As we noted earlier the limits on y will be » — h < y < r and so the volume is,

V—/ 7T(r2—y2)dy
r—h

r

In the previous example we again saw an r in the integral. However, unlike the previous two
examples it was not multiplied times the = or the y and so could not be pulled out of the integral.
In this case it was like we were integrating 4 — y? and we know how to integrate that. So, in this
case we need to treat the 2 like the 4 and so when we integrate that we’'ll pick up a y.
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Example 4

Find the volume of a wedge cut out of a cylinder of radius r if the angle between the top and
bottom of the wedge is 5.

Solution

We should really start off with a sketch of just what we’re looking for here.
¥
A7) y=ri=a’

y—axis

r

On the left we see how the wedge is being cut out of the cylinder. The base of the cylinder is
the circle give by 22 + »? = r? and the angle between this circle and the top of the wedge is
&- The sketch in the upper right position is the actual wedge itself. Given the orientation of
the axes here we get the portion of the circle with positive y and so we can write the equation
of the circle as y = v/r2 — 22 since we only need the positive y values. Note as well that this
is the reason for the way we oriented the axes here.

We get positive y’s and we can write the equation of the circle as a function only of z’s.

Now, as we can see in the two sketches of the wedge the cross-sectional area will be a right
triangle and the area will be a function of = as we move from the back of the cylinder, at
x = —r, to the front of the cylinder, at z = r.

The right angle of the triangle will be on the circle itself while the point on the x-axis will have
an interior angle of . The base of the triangle will have a length of y and using a little right
triangle trig we see that the height of the rectangle is,

height = ytan <%) = \}gy

So, we now know the base and height of our triangle, in terms of y, and we have an equation
for y in terms of = and so we can see that the area of the triangle, i.e. the cross-sectional
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area is,

2@ =30 (Jov) =3y (Fvim=at) = L)

The limits on z are —r < z < r and so the volume is then,

o1 1 1
V = — (r? — 2? dx:(r2a:—x3>
/_r 2\/?3( ) 23 3

The next example is very similar to the previous one except it can be a little difficult to visualize the
solid itself.

Find the volume of the solid whose base is a disk of radius » and whose cross-sections are
equilateral triangles.

Solution

Let’s start off with a couple of sketches of this solid. The sketch on the left is from the “front”
of the solid and the sketch on the right is more from the top of the solid.

( )
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The base of this solid is the disk of radius » and we move from the back of the disk at z = —r
to the front of the disk at + = r we form equilateral triangles to form the solid. A sample
equilateral triangle, which is also the cross-sectional area, is shown above to hopefully make
it a little clearer how the solid is formed.

Now, let's get a formula for the cross-sectional area. Let’s start with the two sketches be-
low.

-

w
)

‘j,r:—f\f.?"j—xz ____,_,_.r""" ﬂlix) !=: _}’ - _}’ -+~

In the left hand sketch we are looking at the solid from directly above and notice that we
“reoriented” the sketch a little to put the x and y-axis in the “normal” orientation. The solid
vertical line in this sketch is the cross-sectional area. From this we can see that the cross-
section occurs at a given x and the top half will have a length of y where the value of y will
be the y-coordinate of the point on the circle and so is,

y=/r2 — 22

Also, because the cross-section is an equilateral triangle that is centered on the x-axis the
bottom half will also have a length of 3. Thus, the base of the cross-section must have a
length of 2y.

The sketch to the right is of one of the cross-sections. As noted above the base of the triangle
has a length of 2y. Also note that because it is an equilateral triangle the angles are all 3.
If we divide the cross-section in two (as shown with the dashed line) we now have two right
triangles and using right triangle trig we can see that the length of the dashed line is,

dashed line = y tan (g) =3y

Therefore, the height of the cross-section is v/3y. Because the cross-section is a triangle
we know that that it's area must then be,

A@) =1 ) (VBy) = L (2v7 = 22) (VBVIZ—27) = VB (2 - o)

© Paul Dawkins Calculus — 542 —



Chapter 6 : Applications of Integrals Section 6.5 : More Volume Problems

Note that we used the cross-sectional area in terms of x because each of the cross-sections
is perpendicular to the x-axis and this pretty much forces us to integrate with respect to
xZ.

The volume of the solid is then,

V(z) = _TT V3 (rP—a?) de= V3 (r% - ;;;;3)

The final example we’re going to work here is a little tricky both in seeing how to set it up and in
doing the integral.

Example 6

Find the volume of a torus with radii » and R.

Solution

First, just what is a torus? A torus is a donut shaped solid that is generated by rotating the
circle of radius r and centered at (R, 0) about the y-axis. This is shown in the sketch to the
left below.

One of the trickiest parts of this problem is seeing what the cross-sectional area needs to
be. There is an obvious one. Most people would probably think of using the circle of radius
r that we're rotating about the y-axis as the cross-section. It is definitely one of the more
obvious choices, however setting up an integral using this is not so easy.

So, what we'll do is use a cross-section as shown in the sketch to the right above. If we cut
the torus perpendicular to the y-axis we'll get a cross-section of a ring and finding the area
of that shouldn’t be too bad. To do that let’s take a look at the two sketches below.
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x=R+1f]r2—y2
yox=R- -yt /

inner
radius

outer
racius

R

inner radius |-

outer radius

The sketch to the left is a sketch of the full cross-section. The sketch to the right is more im-
portant however. This is a sketch of the circle that we are rotating about the y-axis. Included
is a line representing where the cross-sectional area would be in the torus.

Notice that the inner radius will always be the left portion of the circle and the outer radius

will always be the right portion of the circle. Now, we know that the equation of this is,

(x — R +y* =12

and so if we solve for = we can get the equations for the left and right sides as shown above
in the sketch. This however means that we also now have equations for the inner and outer

radii.
inner radius : x = R — /12 — 3?2
The cross-sectional area is then,

A (y) = w(outer radius)? — 7 (inner radius)?

= | (R vE=R) - (R V)]

:ﬁ[R2+2R r2 —y2 42—y — <R2—2R\/T2—y2+r2—y2)]

=47 R\/7T2 — 32

outer radius : x = R+ /r2 — y?2

Next, the lowest cross-section will occur at y = —r and the highest cross-section will occur

at y = r and so the limits for the integral will be —r <y <r

The integral giving the volume is then,

vz/ 4WRMdy:2/ 4773\/@@:%3/ Vg2 dy
,r 0 .
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Note that we used the fact that because the integrand is an even function and we're integrat-
ing over [—r, r] we could change the lower limit to zero and double the value of the integral.
We saw this fact back in the Computing Definite Integrals section.

We’'ve now reached the second really tricky part of this example. With the knowledge that
we’ve currently got at this point this integral is not possible to do. It requires something called
a trig substitution and that is a topic for Calculus II. Luckily enough for us, and this is the
tricky part, in this case we can actually determine the integral’s value using what we know
about integrals.

Just for a second let’s think about a different problem. Let's suppose we wanted to use an
integral to determine the area under the portion of the circle of radius r and centered at the
origin that is in the first quadrant. There are a couple of ways to do this, but to match what
we’re doing here let’s do the following.

We know that the equation of the circle is 22 + y? = 2 and if we solve for z the equation of
the circle in the first (and fourth for that matter) quadrant is,

2 2

T=\/Tr*—y

If we want an integral for the area in the first quadrant we can think of this area as the region
between the curve = = /r2 — 32 and the y-axis for 0 < y < r and this is,

A:/ V2 —y?dy
0

In other words, this integral represents one quarter of the area of a circle of radius r and
from basic geometric formulas we now know that this integral must have the value,

T
1
A= / Vr2—yrdy = 1777"2
0
So, putting all this together the volume of the torus is then,

r 1
V= 8R7r/ V12 —y?2dy =87R <47rr2> = 2R7?r?
0
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6.6 Work

This is the final application of integral that we’ll be looking at in this course. In this section we will
be looking at the amount of work that is done by a force in moving an object.

In afirst course in Physics you typically look at the work that a constant force, F', does when moving
an object over a distance of d. In these cases the work is,

W =Fd
However, most forces are not constant and will depend upon where exactly the force is acting. So,

let's suppose that the force at any x is given by F' (x). Then the work done by the force in moving
an object from x = a to x = b is given by,

W:L%@mx

To see a justification of this formula see the Proof of Various Integral Properties section of the
Extras appendix.

Notice that if the force is constant we get the correct formula for a constant force.

b
W:/ Fdx

ab

=Fz
=F(b—a)

where b — a is simply the distance moved, or d.

So, let’s take a look at a couple of examples of non-constant forces.

A spring has a natural length of 20 cm. A 40 N force is required to stretch (and hold the
spring) to a length of 30 cm. How much work is done in stretching the spring from 35 cm to
38 cm?

Solution

This example will require Hooke’s Law to determine the force. Hooke’s Law tells us that the
force required to stretch a spring a distance of x meters from its natural length is,

F(z)=kzx

where k£ > 0 is called the spring constant. It is important to remember that the x in this
formula is the distance the spring is stretched from its natural length and not the actual
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length of the spring.

So, the first thing that we need to do is determine the spring constant for this spring. We can
do that using the initial information. A force of 40 N is required to stretch the spring

30cm—-20cm=10cm =0.1 m
from its natural length. Using Hooke’s Law we have,

40 = 0.10k = k =400

So, according to Hooke’s Law the force required to hold this spring 2 meters from its natural
length is,
F () = 400z

We want to know the work required to stretch the spring from 35cm to 38cm. First, we need
to convert these into distances from the natural length in meters. Doing that gives us «’s of
0.15m and 0.18m.

The work is then,

0.18

W = 400z dx
0.15
0.18

= 200>

0.15
=1.98J

We have a cable that weighs 2 Ibs/ft attached to a bucket filled with coal that weighs
800 Ibs. The bucket is initially at the bottom of a 500 ft mine shaft. Answer each of the
following about this.

(a) Determine the amount of work required to lift the bucket to the midpoint of the shaft.

(b) Determine the amount of work required to lift the bucket from the midpoint of the shaft
to the top of the shaft.

(c) Determine the amount of work required to lift the bucket all the way up the shaft.

Solution
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Before answering either part we first need to determine the force. In this case the force will
be the weight of the bucket and cable at any point in the shatft.

To determine a formula for this we will first need to set a convention for x. For this problem
we will set x to be the amount of cable that has been pulled up. So at the bottom of the shaft
x = 0, at the midpoint of the shaft x = 250 and at the top of the shaft z = 500. Also, at any
point in the shaft there is 500 — z feet of cable still in the shaft.

The force then for any x is then nothing more than the weight of the cable and bucket at that
point. This is,
F (xz) = weight of cable + weight of bucket/coal
=2(500 — z) + 800
= 1800 — 2x

We can now answer the questions.

(a) Determine the amount of work required to lift the bucket to the midpoint of the
shaft.

In this case we want to know the work required to move the cable and bucket/coal from
x = 0to z = 250. The work required is,

250
W = / F (z) dzx
0

250
= / 1800 — 2x dx
0

250
= (1800z — 2?) )

= 387500 ft - Ib

(b) Determine the amount of work required to lift the bucket from the midpoint of
the shaft to the top of the shaft.

In this case we want to move the cable and bucket/coal from x = 250 to z = 500. The
work required is,

500
W = F (z) dz
250
500
= / 1800 — 2x dx
250
500

= (1800z — 2?)

250
= 262500 ft- Ib
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(c) Determine the amount of work required to lift the bucket all the way up the shatft.

In this case the work is,

500
W = F (z) dzx
0

500
= / 1800 — 2x dx
0

500
= (1800z — 2?) )

= 650000 ft - Ib

Note that we could have instead just added the results from the first two parts and we
would have gotten the same answer to the third part.

A 20 ft cable weighs 80 Ibs and hangs from the ceiling of a building without touching the
floor. Determine the work that must be done to lift the bottom end of the chain all the way
up until it touches the ceiling.

Solution

First, we need to determine the weight per foot of the cable. This is easy enough to get,

80 Ibs

50 fi = 4 Ib/ft

Next, let = be the distance from the ceiling to any point on the cable. Using this convention
we can see that the portion of the cable in the range 10 < x < 20 will actually be lifted. The
portion of the cable in the range 0 < x < 10 will not be lifted at all since once the bottom of
the cable has been lifted up to the ceiling the cable will be doubled up and each portion will
have a length of 10 ft. So, the upper 10 foot portion of the cable will never be lifted while the
lower 10 ft portion will be lifted.

Now, the very bottom of the cable, z = 20, will be lifted 10 feet to get to the midpoint and
then a further 10 feet to get to the ceiling. A point 2 feet from the bottom of the cable, = = 18
will lift 8 feet to get to the midpoint and then a further 8 feet until it reaches its final position
(if it is 2 feet from the bottom then its final position will be 2 feet from the ceiling). Continuing
on in this fashion we can see that for any point on the lower half of the cable, i.e. 10 <z <20
it will be lifted a total of 2 (z — 10).

As with the previous example the force required to lift any point of the cable in this range is
simply the distance that point will be lifted times the weight/foot of the cable. So, the force
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is then,

F (z) = (distance lifted) (weight per foot of cable)

=2(x—10) (4)
=8 (x — 10)
The work required is now,
20
W = 8 (z — 10) dx
10
20
= (42” — 80z)
10
=400 ft-1b

Provided we can find the force, F' (z), for a given problem then using the above method for de-
termining the work is (generally) pretty simple. However, there are some problems where this
approach won't easily work. Let’s take a look at one of those kinds of problems.

Example 4

A tank in the shape of an inverted cone has a height of 15 meters and a base radius of
4 meters and is filled with water to a depth of 12 meters. Determine the amount of work
needed to pump all of the water to the top of the tank. Assume that the density of the water
is 1000 kg/m?.

Solution

Okay, in this case we cannot just determine a force function, F' (x) that will work for us. So,
we are going to need to approach this from a different standpoint.

Let’s first set x = 0 to be the lower end of the tank/cone and =z = 15 to be the top of
the tank/cone. With this definition of our x’'s we can now see that the water in the tank will
correspond to the interval [0, 12].

So, let’s start off by dividing [0, 12] into » subintervals each of width Az and let’s also let z}
be any point from the ‘" subinterval where i = 1,2, ...n. Now, for each subinterval we will
approximate the water in the tank corresponding to that interval as a cylinder of radius r;
and height Az.

Here is a quick sketch of the tank. Note that the sketch really isn’t to scale and we are
looking at the tank from directly in front so we can see all the various quantities that we need
to work with.
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15 m

The red strip in the sketch represents the “cylinder” of water in the i*" subinterval. A quick
application of similar triangles will allow us to relate r; to x; (which we’ll need in a bit) as
follows.

T 4 4

e = rizﬁx;‘

Okay, the mass, m;, of the volume of water, V;, for the i** subinterval is simply,

m; = density x V;

We know the density of the water (it was given in the problem statement) and because we
are approximating the water in the ' subinterval as a cylinder we can easily approximate
the volume as,

V; ~ = (radius)? (height)

We can now approximate the mass of water in the i** subinterval,

4 \? 640
m; ~ (1000) [rriAz] = 10007r<15m;‘) Az = 7w<x;‘>2m

To raise this volume of water we need to overcome the force of gravity that is acting on the
volume and thatis, F' = m;g, where g = 9.8 m/s? is the gravitational acceleration. The force
to raise the volume of water in the i** subinterval is then approximately,

640
F;=m;g =~ (9.8) ?W(QS;()QAl’
Next, in order to reach to the top of the tank the water in the i** subinterval will need to travel
approximately 15 — x7 to reach the top of the tank. Because the volume of the water in the
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i*" subinterval is constant the force needed to raise the water through any distance is also
a constant force.

Therefore, the work to move the volume of water in the i** subinterval to the top of the tank,
l.e. raise it a distance of 15 — z, is then approximately,

640
W; ~ F, (15 — z7) = (9.8) ?n(xZ)Q (15 — x}) Az

The total amount of work required to raise all the water to the top of the tank is then approx-
imately the sum of each of the W; fori =1,2,...n. Or,

- 640 .
WY (9.8) 5 (] )2 (15 — z}) Az
=1

To get the actual amount of work we simply need to take n — oco. l.e. compute the following
limit,
L 640 ..o .
W= lim 2 (9-8) —5-m(27)* (15 — a}) Aw
1=
This limit of a summation should look somewhat familiar to you. It's probably been some
time, but recalling the definition of the definite integral we can see that this is nothing more

than the following definite integral,

12 4 4 12
W= / (9.8) %m? (15 — z) dx = (9.8) 6907r/ 1522 — 23 da
0 0

4 1
= (9.8) %w <5x3 - 4x4)

12
= 7,566, 362.543 J

0

As we've seen in the previous example we sometimes need to compute “incremental” work and
then use that to determine the actual integral we need to compute. This idea does arise on occasion
and we shouldn't forget it!
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By this point we've now looked at basic integration techniques. We've seen how to integrate most
of the “basic” functions we're liable to run into : polynomials, roots, trig, exponential, logarithm
and inverse trig functions to name a few. In addition, we’ve seen how to do basic u-substitutions
allowing us to integrate some more complicated functions.

We've also taken a look at some basic applications of (definite) integrals. However, as was noted
at the time, there are applications of (definite) integrals that will, on occasion, have integrals that
need more than just a basic u-substitution. So, before we can take a look at those applications
we’'ll need to first talk about some more involved integration techniques.

Before getting into the new techniques we first need to make it clear that in this chapter it is assumed
at you are comfortable with basic integration, including u-substitutions. Many of the problems in this
chapter will not have a lot, if any, discussion of the basic integration work under the assumption that
you are comfortable enough with the basic work that discussion in simply not needed. In addition,
we will usually, although not always, give the substitution that we’'re using for the u-substitution but
we will generally not show the actual substitution work. Again, this is under the assumption that
you are comfortable enough with basic u-substitutions that you can fill in the details if you need
to.

The reason for skipping the discussion of the basic integration work and/or not showing the full
substitution work is so we can concentrate our discussion on the particular method that we are
covering in that particular section. This is not to “punish” you but simply to acknowledge that we
only have so much time in which to discuss the material and just can't afford to spend a lot of time
basically re-lecturing basic integration material. We realize that, for many of you, this is the start of
your Calculus Il course and so you may have had some time off and may well have some “rust” on
your basic integration skills. This is a warning to start scraping that rust off. If you need do scrape
some rust off you can check out the practice problems for some practice problems covering basic
integration to refresh your memory on how basic integration works.

It is also very important for you to understand that most of the problems we’ll be looking at in this
chapter will involve u-substitutions in one way or another. In fact, many of the techniques in this
chapter are really just substitutions. The only difference is that either they need a fair amount of
work to get to the point where the substitutions can be used or they will involve substitutions used
in ways that we've not seen to this point. So, again, if you have some rust on your u-substitution
skills you'll need to get it scraped off so you can do the work in this chapter.

In addition, we will be doing indefinite integrals almost exclusively in most of the sections in this
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chapter. There are a few sections were we’ll be doing some definite integrals but for the most
part we'll keep the problems in most of the sections shorter by just doing indefinite integrals. It is
assumed that if you were given a definite integral you could do the extra evaluation steps needed
to finish the definite integral. Having said that, there are a few sections were definite integrals are
done either because there are some subtleties that need to be dealt with for definite integrals or
because the topic at hand, the last few sections in particular, involve only definite integrals.

So, with all that out of the way, here is a quick rundown of the new integration techniques we’ll take
a look at in this section.

Probably the most important technique, in this sense that it will be the most commonly seen tech-
nique out of this class, is integration by parts. This is the one new technique in this chapter that is
not just u-substitutions done in new ways. Integration by Parts will involve u-substitutions at various
steps the process on occasion but it will not be just a new way of doing a u-substitution.

As noted a lot of the techniques in this chapter are really just u-substitutions except they will need
some manipulation of the integrand prior to actually doing the substitution. The techniques using
this idea will include integrating some, but not all, products and quotients of trig functions, some
integrands involving roots or quadratics that can’t be done without manipulation of the integrand
or “different” u-substitutions that we are used to. We'll also see how to use patrtial fractions to
write some integrands involving rational expressions into a form that we can actually do the inte-
gral.

We'll also take a look at something called trig substitutions. This is probably the one technique
that is usually considered the most difficult, or at the least, the longest method. As we’ll see a trig
substitution is really a substitution but it is not a traditional u-substitution. However, having said
that, if you understand how basic u-substitutions work it will help greatly when it comes to working
with trig substitutions as the basic concepts are the same.

Next we'll be taking a look at a new kind of integral, Improper Integrals. This topic will address how
to deal with definite integrals for which one or both of the limits of integration will be an infinity. In
addition, we’ll see how we can, on occasion, deal with discontinuities in the integrand (we’ll focus
on division by zero in the integrand).

We’'ll close out the chapter with a quick section on approximating the value of definite integrals.

We will leave this introduction with a warning. It is with this chapter that you will find that you
can't just memorize your way through the class anymore. We will acknowledge that up to this
point it is possible, for the most part, to just memorize your way through the class. You may
not get the highest grades through just memorization as there are some topics that require a fair
amount of understanding of the topic, but you can survive up to this point if your really good at
memorization.

Integration by Parts is a really good example of this warning. While you will need to memorize/know
the basic integration by parts formula simply memorizing that will not help you to actually use
integration by parts on the problem. You will need to actually understand how integration by parts
works and how to “assign” various portions of the integrand to the various portions of the integration
parts formula.
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Also while there are some basic formulas we can, and do on occasion, give for some of the methods
there are also situations that just don't fit into those formulas and so again you'll really need to
understand how to do those methods in order to work problems for which basic formulas just won't
work. Or, again, you can't just memorize your way out of most the methods taught in this chapter.
Memorization may allow you to get through the basic problems but will not help all that much with
more complicated problems.

Finally, we also need to warn you about seeing “patterns” and just assuming that all the problems
will fall into those patterns. Integration by Parts is, again, a good example of this. There are some
“patterns” that seem to show up because a lot of the problems we do in that section do fall into the
patterns. The problem is that there are also some problems for which the “patterns” simply don’t
work and yet they still require integration by parts. If you get so locked into “patterns” you'll find it
all but impossible to do some problems because they simply don’t fall into those patterns.

This is not to say that recognizing that patterns in always a bad thing. Patterns do, on occasion,
show up and they can be useful to understand/know as a possible solution method. However, you
also need to always remember that there are problems that just don’t fit easily into the patterns.
This is also a warning that will be valid in other chapters in a typical Calculus Il course as well.
Again, patterns aren’t bad per se, you just need to be careful to not always assume that every
problem will fall into the patterns.
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7.1 Integration by Parts

Let’s start off with this section with a couple of integrals that we should already be able to do to get
us started. First let’s take a look at the following.

/emdx:ez—l—c

So, that was simple enough. Now, let’s take a look at,

/ €% dz

To do this integral we'll use the following substitution.

1
u =z’ du = 2x dx = :Ud:nzidu

1 1 1
/xex2dx:2/e“du:2€“+c:zex2+c

Again, simple enough to do provided you remember how to do substitutions. By the way make
sure that you can do these kinds of substitutions quickly and easily. From this point on we are
going to be doing these kinds of substitutions in our head. If you have to stop and write these out
with every problem you will find that it will take you significantly longer to do these problems.

Now, let’s look at the integral that we really want to do.

/ 2e5% dx

If we just had an x by itself or €5* by itself we could do the integral easily enough. Likewise, if the
integrand was 2€%” we could do the integral with a substitution. Unfortunately, however, neither
of these are options. So, at this point we don’t have the knowledge to do this integral.

To do this integral we will need to use integration by parts so let’s derive the integration by parts
formula. We'll start with the product rule.

(F@9@) = F'@)g@) + /@) g @)
Now, integrate both sides of this.

[ (t@s@) dz = [ £@)9)+ £0)2)da

The left side is easy enough to integrate (we know that integrating a derivative just “undoes” the
derivative) and we’ll split up the right side of the integral.

f(@)g(x) = / f'(x) g() da + / f(x) g (x) da
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Note that technically we should have had a constant of integration show up on the left side after
doing the integration. We can drop it at this point since other constants of integration will be showing
up down the road and they would just end up absorbing this one.

Finally, rewrite the formula as follows and we arrive at the integration by parts formula.

Integration by Parts (formal)

This is not the easiest formula to use however. So, let's do a couple of substitutions.

u=f(x) v=g(z)
du = f'(x)dx dv = g(x) dx

Both of these are just the standard Calculus | substitutions that hopefully you are used to by now.
Don't get excited by the fact that we are using two substitutions here. They will work the same
way.

Using these substitutions gives us the formula that most people think of as the integration by parts
formula.

Integration By Parts (simplified)

/udv:uv—/vdu

To use this formula, we will need to identify « and dv, compute du and v and then use the formula.
Note as well that computing v is very easy. All we need to do is integrate dv.

v:/dv

One of the more complicated things about using this formula is you need to be able to correctly
identify both the u and the dv. It won't always be clear what the correct choices are and we will,
on occasion, make the wrong choice. This is not something to worry about. If we make the wrong
choice, we can always go back and try a different set of choices.

This does lead to the obvious question of how do we know if we made the correct choice for v and
dv? The answer is actually pretty simple. We made the correct choices for v and dv if, after using
the integration by parts formula the new integral (the one on the right of the formula) is one we can
actually integrate.
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So, let’s take a look at the integral above that we mentioned we wanted to do.

Evaluate the following integral.

/ 2e5% dz

Solution

So, on some level, the problem here is the « that is in front of the exponential. If that wasn’t
there we could do the integral. Notice as well that in doing integration by parts anything that
we choose for u will be differentiated. So, it seems that choosing v = = will be a good choice
since upon differentiating the = will drop out.

Now that we've chosen u we know that dv will be everything else that remains. So, here are
the choices for v and dv as well as du and v.

U=z dv = e% dz

1
du = dx v:/eﬁwd:ﬁ:6€6”’

The integral is then,

6x T 6 1 6x
e¥dr=—-e”— | —e™d
/:E X 6 /6 X

x 6x 1 6x
-
6 365 T¢

Once we have done the last integral in the problem we will add in the constant of integration
to get our final answer.

Note as well that, as noted above, we know we made made a correct choice for v and dv
when we got a new integral that we can actually evaluate after applying the integration by
parts formula.

Next, let's take a look at integration by parts for definite integrals. The integration by parts formula
for definite integrals is,

Integration By Parts, Definite Integrals
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Note that the uvyg in the first term is just the standard integral evaluation notation that you should
be familiar with at this point. All we do is evaluate the term, uv in this case, at b then subtract off
the evaluation of the term at a.

At some level we don't really need a formula here because we know that when doing definite
integrals all we need to do is evaluate the indefinite integral and then do the evaluation. In fact,
this is probably going to be slightly easier as we don’t need to track evaluating each term this
way.

Let's take a quick look at a definite integral using integration by parts.

Evaluate the following integral.

Solution

This is the same integral that we looked at in the first example so we’ll use the same « and

dv 1o get,
2 9 1 2
/ ze% dx = Ee(jm - = / e% dx
-1 6 —1 6 -1

2
f 612 o ie6x

6 -1 36

=—e+—e
36 + 36

-1

As noted above we could just as easily used the result from the first example to do the
evaluation. We know, from the first example that,

6x € 6x 1 6x
edr = e’ — —e
/x 7% 365 ¢

Using this we can quickly proceed to the evaluation of the definite integral as follows,

/2 2e% gy — [ Lebe _ ieﬁx
L 6 36 )|,

I 19 1 49 1 ¢ 1 4
= (-e?-_—e?) (e f- e
(3 36 6 36

e 7 6
=_—e —e
36 i 36

2

Either method of evaluating definite integrals with integration by part is pretty simple so which
one you choose to use is pretty much up to you.
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Since we need to be able to do the indefinite integral in order to do the definite integral and doing
the definite integral amounts to nothing more than evaluating the indefinite integral at a couple of
points we will concentrate on doing indefinite integrals in the rest of this section. In fact, throughout
most of this chapter this will be the case. We will be doing far more indefinite integrals than definite
integrals.

Let’s take a look at some more examples.

Evaluate the following integral.

/(3t +5) cos Cl) dt

Solution

There are two ways to proceed with this example. For many, the first thing that they try
is multiplying the cosine through the parenthesis, splitting up the integral and then doing
integration by parts on the first integral.

While that is a perfectly acceptable way of doing the problem it's more work than we really
need to do. Instead of splitting the integral up let’s instead use the following choices for «
and dv.

t
u=3t+5 dv:cos<4> dt
. t
du = 3dt v = 4sin (4)

The integral is then,

/(3t +5) cos <i) dt =4 (3t +5)sin (i) — 12/sin (i) dt

. t t
=4(3t+5)sin <4> + 48 cos <4> +c

Notice that we pulled any constants out of the integral when we used the integration by parts
formula. We will usually do this in order to simplify the integral a little.
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Example 4

Evaluate the following integral.
/w2 sin (10w) dw

Solution

For this example, we’ll use the following choices for v and dv.
u = w? dv = sin (10w) dw

1
du = 2w dw v=—15°08 (10w)

The integral is then,

2

. 1
/w2 sin (10w) dw = —% cos (10w) + s /wcos(l()w) dw

In this example, unlike the previous examples, the new integral will also require integration
by parts. For this second integral we will use the following choices.

u=w dv = cos (10w) dw

1 .
du = dw V=15 sin (10w)

So, the integral becomes,

/w2 sin (10w) dw = —w—z cos (10w) + Liw sin (10w) — L /sin (10w) dw
10 5 \ 10 10

w? 1w . 1
= -~ _cos(1 ~(=sin1 —cos(1
10 cos ( Ow)—l—5 <108In( Ow)+1OOCOS( Ow)> +c

2

w w . 1
— _ Y cos (10w) + -2 sin (10w) + — cos (10
1o 008 (10w) + 5 sin (10w) + <50 €0s (10w) + ¢

Be careful with the coefficient on the integral for the second application of integration by
parts. Since the integral is multiplied by % we need to make sure that the results of actually
doing the integral are also multiplied by % Forgetting to do this is one of the more common
mistakes with integration by parts problems.

As this last example has shown us, we will sometimes need more than one application of integration
by parts to completely evaluate an integral. This is something that will happen so don'’t get excited
about it when it does.

In this next example we need to acknowledge an important point about integration techniques.
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Some integrals can be done in using several different techniques. That is the case with the integral
in the next example.

Evaluate the following integral

/a:\/:c + 1ldx
(a) Using Integration by Parts.

(b) Using a standard Calculus | substitution.

Solution
(a) Using Integration by Parts.

First notice that there are no trig functions or exponentials in this integral. While a good
many integration by parts integrals will involve trig functions and/or exponentials not
all of them will so don't get too locked into the idea of expecting them to show up.

In this case we’ll use the following choices for u and dv.

u==x dv=+vz+ ldx
2
du = dx vzg(m—i—l)%

The integral is then,

(NI

/a;\/w—i—ldx = %m(m—i—l)

Wl N

/(a:—i—l)gdx

3 5
2 — 2

(x+1)2+¢

ol

2
= gx(x +1)

(b) Using a standard Calculus | substitution.

Now let’s do the integral with a substitution. We can use the following substitution.

u=ux+1 r=u—1 du = dx

Notice that we'll actually use the substitution twice, once for the quantity under the
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square root and once for the x in front of the square root. The integral is then,

/z\/mcla::/(u—l)\/&du

3 1
u2 —uz du

I
—

So, we used two different integration techniques in this example and we got two different answers.
The obvious question then should be : Did we do something wrong?

It turns out that, we didn’t do anything wrong. We need to remember the following fact from Calculus
l.

It £/ (2) = ¢/ (x) then f(x)=g(x)+c

In other words, if two functions have the same derivative then they will differ by no more than a
constant. So, how does this apply to the above problem? First define the following,

F @) =g (@) =ava+1

Then we can compute f (x) and g (x) by integrating as follows,

:/f’(x) dx g(x)z/g’ (z) da

We’'ll use integration by parts for the first integral and the substitution for the second integral. Then
according to the fact f (x) and g («) should differ by no more than a constant. Let’s verify this and
see if this is the case. We can verify that they differ by no more than a constant if we take a look
at the difference of the two and do a little algebraic manipulation and simplification.

(%x(m—i—l)%—%(x—i-l ) ((m—i—l)
—(z+1
( +1):

%(a:—i—l)%)
(Bz—%(@+1)—2(@+1)+32)
0)

~—

Dl W e

—

So, in this case it turns out the two functions are exactly the same function since the difference is
zero. Note that this won't always happen. Sometimes the difference will yield a nonzero constant.
For an example of this check out the Constant of Integration section in the Calculus | notes.

So just what have we learned? First, there will, on occasion, be more than one method for eval-
uating an integral. Secondly, we saw that different methods will often lead to different answers.
Last, even though the answers are different it can be shown, sometimes with a lot of work, that
they differ by no more than a constant.
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When we are faced with an integral the first thing that we’ll need to decide is if there is more than
one way to do the integral. If there is more than one way we’ll then need to determine which
method we should use. The general rule of thumb that | use in my classes is that you should use
the method that you find easiest. This may not be the method that others find easiest, but that
doesn’t make it the wrong method.

One of the more common mistakes with integration by parts is for people to get too locked into
perceived patterns. For instance, all of the previous examples used the basic pattern of taking «
to be the polynomial that sat in front of another function and then letting dv be the other function.
This will not always happen so we need to be careful and not get locked into any patterns that we
think we see.

Let’s take a look at some integrals that don't fit into the above pattern.

Example 6

Evaluate the following integral.

/In(x) dx

Solution

So, unlike any of the other integral we’'ve done to this point there is only a single function in
the integral and no polynomial sitting in front of the logarithm.

The first choice of many people here is to try and fit this into the pattern from above and
make the following choices for v and dv.

u=1 dv = In(z) dx

This leads to a real problem however since that means v must be,

v = /In(x) dx

In other words, we would need to know the answer ahead of time in order to actually do the
problem. So, this choice simply won't work.

Therefore, if the logarithm doesn’t belong in the dv it must belong instead in the u. So, let’s
use the following choices instead

u=In(z) dv = dz

1
du = —dx V=2
T
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The integral is then,

/In(x)dx:xln(:v)—/;xd:v
:xln(x)/dx

=zln(x) —z+c

Evaluate the following integral.

2oV 23 + 1dx

Solution

So, if we again try to use the pattern from the first few examples for this integral our choices
for « and dv would probably be the following.

w=x" dv =23+ 1dx
However, as with the previous example this won’t work since we can’t easily compute v.

v:/\/x?’—i—ldx

This is not an easy integral to do. However, notice that if we had an z? in the integral along
with the root we could very easily do the integral with a substitution. Also notice that we
do have a lot of z’s floating around in the original integral. So instead of putting all the z’s
(outside of the root) in the « let’s split them up as follows.

u=z3 dv = 22\ 23 + 1dx

du = 3x%dx v = g(x?’—i-l)%

We can now easily compute v and after using integration by parts we get,

/x5\/x3+1dx:§m3(x3—l—1) —g/xz(:v?’—i-l)gdx
_ 2 3.3 43
—91’ (1: —1-1) 45( +1)

njw

njw

5
2

+c

So, in the previous two examples we saw cases that didn’t quite fit into any perceived pattern that
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we might have gotten from the first couple of examples. This is always something that we need to
be on the lookout for with integration by parts.

Let’s take a look at another example that also illustrates another integration technique that some-
times arises out of integration by parts problems.

Example 8

Evaluate the following integral.

/eg cos(f) db

Solution

Okay, to this point we've always picked « in such a way that upon differentiating it would
make that portion go away or at the very least put it the integral into a form that would make
it easier to deal with. In this case no matter which part we make w it will never go away in
the differentiation process.

It doesn’t much matter which we choose to be « so we’ll choose in the following way. Note
however that we could choose the other way as well and we’ll get the same result in the
end.

u = cos(6) dv=-e’do
du = —sin(6) do v=e’

The integral is then,

/e9 cos() df = e’ cos(6) + /e9 sin(6) do

So, it looks like we'll do integration by parts again. Here are our choices this time.
u = sin(0) dv = e’ db
du = cos(0) df v=e’
The integral is now,
/e" cos(f) df = e’ cos(f) + e’ sin(h) — /e" cos(6) db
Now, at this point it looks like we’re just running in circles. However, notice that we now have

the same integral on both sides and on the right side it's got a minus sign in front of it. This
means that we can add the integral to both sides to get,

2 / e’ cos(0) df = e cos(6) + e’ sin(9)
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All we need to do now is divide by 2 and we're done. The integral is,

/e9 cos(6) df = % (e9 cos(f) + €’ sin(0)> +c

Notice that after dividing by the two we add in the constant of integration at that point.

This idea of integrating until you get the same integral on both sides of the equal sign and then
simply solving for the integral is kind of nice to remember. It doesn’t show up all that often, but
when it does it may be the only way to actually do the integral.

Note as well that this is really just Algebra, admittedly done in a way that you may not be used to
seeing it, but it is really just Algebra.

At this stage of your mathematical career everyone can solve,

€T T x 9
We are still solving an “equation”. The only difference is that instead of solving for an z in we are
solving for an integral and instead of a nice constant, “3” in the above Algebra problem, we've got
a “messier” function.

We've got one more example to do. As we will see some problems could require us to do inte-
gration by parts numerous times and there is a short hand method that will allow us to do multiple
applications of integration by parts quickly and easily.

Example 9

Evaluate the following integral.

/m4e§ dx

Solution

We start off by choosing « and dv as we always would. However, instead of computing du
and v we put these into the following table. We then differentiate down the column corre-
sponding to « until we hit zero. In the column corresponding to dv we integrate once for
each entry in the first column. There is also a third column which we will explain in a bit and
it always starts with a “’+" and then alternates signs as shown.
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x"‘\ e% +
42 ze% -
N
122 de? |+
N\

Now, multiply along the diagonals shown in the table. In front of each product put the sign
in the third column that corresponds to the “u” term for that product. In this case this would
give,

/ let dy = (2 ( %)— (4e%) (1222) (Se%)—(24a;) (16e%)+(24) (32e%)

= 22%e% — 162°e3 + 962%e? — 384xe3 + 768e3 + c

We've got the integral. This is much easier than writing down all the various v’'s and dv’s
that we’d have to do otherwise.

So, in this section we've seen how to do integration by parts. In your later math classes this is
liable to be one of the more frequent integration techniques that you'll encounter.

Itis important to not get too locked into patterns that you may think you've seen. In most cases any
pattern that you think you've seen can (and will be) violated at some point in time. Be careful!
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7.2 Integrals Involving Trig Functions

In this section we are going to look at quite a few integrals involving trig functions and some of
the techniques we can use to help us evaluate them. Let'’s start off with an integral that we should
already be able to do.

/cos(x) sin’(z) dz = /u5 du  using the substitution u = sin(x)

1 .
= 6smﬁ(ac) +c

This integral is easy to do with a substitution because the presence of the cosine, however, what
about the following integral.

Evaluate the following integral.

/sin5(a;) da

Solution

This integral no longer has the cosine in it that would allow us to use the substitution that
we used above. Therefore, that substitution won’'t work and we are going to have to find
another way of doing this integral.

Let’s first notice that we could write the integral as follows,
/sin5(9c) dx = /sin4(x) sin(z) dz = / (sin®(x))” sin() da

Now recall the trig identity,

cos?(z) + sin®(z) = 1 = sin(z) = 1 — cos?(z)

With this identity the integral can be written as,

/sin5(x) dx = / (1 - cos?(x))” sin() da

and we can now use the substitution « = cos . Doing this gives us,

/sin5(m)d:n: —/(1—u2)2du

:—/1—2u2+u4du

2 1
:—(u—3u3+5u5>+c

2 1
= —cos(z) + 3 cos?(x) — : cos’(x) + ¢
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So, with a little rewriting on the integrand we were able to reduce this to a fairly simple
substitution.

Notice that we were able to do the rewrite that we did in the previous example because the exponent
on the sine was odd. In these cases all that we need to do is strip out one of the sines. The exponent
on the remaining sines will then be even and we can easily convert the remaining sines to cosines
using the identity,

cos?(z) +sin®(z) =1 (7.1)

If the exponent on the sines had been even this would have been difficult to do. We could strip
out a sine, but the remaining sines would then have an odd exponent and while we could convert
them to cosines the resulting integral would often be even more difficult than the original integral
in most cases.

Let's take a look at another example.

Evaluate the following integral.

/sinG(:c) cos?(z) dzx

Solution

So, in this case we've got both sines and cosines in the problem and in this case the exponent
on the sine is even while the exponent on the cosine is odd. So, we can use a similar
technique in this integral. This time we’ll strip out a cosine and convert the rest to sines.

/sinﬁ(x) cos®(x) dx = /sinﬁ(x) cos?(z) cos(z) da

sin®(z) (1- Sin2(x)) cos(z) dx u = sin(x)

At this point let's pause for a second to summarize what we've learned so far about integrating
powers of sine and cosine.
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/sin"(x) cos" (z) dz (7.2)

In this integral if the exponent on the sines (n) is odd we can strip out one sine, convert the rest to
cosines using Equation 7.1 and then use the substitution « = cos(z). Likewise, if the exponent on
the cosines (m) is odd we can strip out one cosine and convert the rest to sines and the use the
substitution u = sin(x).

Of course, if both exponents are odd then we can use either method. However, in these cases it's
usually easier to convert the term with the smaller exponent.

The one case we haven't looked at is what happens if both of the exponents are even? In this case
the technique we used in the first couple of examples simply won't work and in fact there really isn’t
any one set method for doing these integrals. Each integral is different and in some cases there
will be more than one way to do the integral.

With that being said most, if not all, of integrals involving products of sines and cosines in which
both exponents are even can be done using one or more of the following formulas to rewrite the
integrand.

cos?(z) = %(1 + cos (2z))
sin?(x) = %(1 — cos (2z))
sin(x) cos(z) = %sin (2x)

The first two formulas are the standard half angle formula from a trig class written in a form that
will be more convenient for us to use. The last is the standard double angle formula for sine, again
with a small rewrite.

Let's take a look at an example.

Evaluate the following integral.

/sinQ(x) cos?(x) dx

Solution

As noted above there are often more than one way to do integrals in which both of the
exponents are even. This integral is an example of that. There are at least two solution
techniques for this problem. We will do both solutions starting with what is probably the
longer of the two, but it's also the one that many people see first.
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Solution 1
In this solution we will use the two half angle formulas above and just substitute them into
the integral.

/Sinz(x) cos?(x) dx = / %(1 — cos (2z)) (;) (1+ cos (2z)) dx
= i/l — cos? (2z) dx

So, we still have an integral that can’t be completely done, however notice that we have
managed to reduce the integral down to just one term causing problems (a cosine with an
even power) rather than two terms causing problems.

In fact to eliminate the remaining problem term all that we need to do is reuse the first half
angle formula given above.

/SiﬂQ(x) cos?(z)dx = i/l - 1(1 + cos (4z)) dx

2
1 /1 1
= - —_— = 4
4/2 2cos(x)d:c
1/1 1 .
= Z (2.'13 — §S|n (4!13)) +c

1 1 .
:§x—§S|n(4x)+c

So, this solution required a total of three trig identities to complete.

Solution 2
In this solution we will use the double angle formula to help simplify the integral as fol-
lows.

/sin2(x) cos?(z) dx = / (sin(z) cos(x))” dz

1 2
= / < sin (256)) dz
2
1 . 9
= — [ sin“ (2z) dx
4
Now, we use the half angle formula for sine to reduce to an integral that we can do.
. 1
/S|n2(a:) cos?(x) dx = 3 / 1 — cos (4z) dx

1 1 .
—gl‘—ﬁsm(élx)-i-c

This method required only two trig identities to complete.

Notice that the difference between these two methods is more one of “messiness”. The
second method is not appreciably easier (other than needing one less trig identity) it is just
not as messy and that will often translate into an “easier” process.
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In the previous example we saw two different solution methods that gave the same answer. Note
that this will not always happen. In fact, more often than not we will get different answers. However,
as we discussed in the Integration by Parts section, the two answers will differ by no more than a
constant.

In general, when we have products of sines and cosines in which both exponents are even we will
need to use a series of half angle and/or double angle formulas to reduce the integral into a form
that we can integrate. Also, the larger the exponents the more we’ll need to use these formulas
and hence the messier the problem.

Sometimes in the process of reducing integrals in which both exponents are even we will run
across products of sine and cosine in which the arguments are different. These will require one of

the following formulas to reduce the products to integrals that we can do.
sin() cos(B) = = [sin (o — ) +sin (a + B)]
sin(a) sin(8) = = [cos (a — B) — cos (a + S)]

cos(a) cos(f) = = [cos (a — B) + cos (o + B)]

NN NCNR NCR

Let’s take a look at an example of one of these kinds of integrals.

Example 4

Evaluate the following integral.

/cos (15z) cos (4x) dx

Solution

This integral requires the last formula listed above.
1
/cos(15x) cos (4z) dx = 2/cos(llx) + cos (19z) dz

1/1 . L.
=5 (11 sin (11z) + Esm (193:)) +c

Okay, at this point we've covered pretty much all the possible cases involving products of sines
and cosines. It's now time to look at integrals that involve products of secants and tangents.

This time, let’s do a little analysis of the possibilities before we just jump into examples. The general
integral will be,

/ sec”(z)tan™(z) dx (7.3)
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The first thing to notice is that we can easily convert even powers of secants to tangents and even
powers of tangents to secants by using a formula similar to Equation 7.1. In fact, the formula can
be derived from Equation 7.1 so let’s do that.

sin?(z) 4 cos?(z) = 1
sin?(z)  cos?(z) 1
cos?(z) * cos?(x) - cos?(z)
tan®(z) + 1 = sec?(z) (7.4)

Now, we're going to want to deal with Equation 7.3 similarly to how we dealt with Equation 7.2.
We’'ll want to eventually use one of the following substitutions.

u = tan(x) du = sec?(z) dx
u = sec(z) du = sec(x)tan(z) dzx

So, if we use the substitution « = tan(x) we will need two secants left for the substitution to work.
This means that if the exponent on the secant (n) is even we can strip two out and then convert
the remaining secants to tangents using Equation 7.4.

Next, if we want to use the substitution « = sec(x) we will need one secant and one tangent left
over in order to use the substitution. This means that if the exponent on the tangent (m) is odd
and we have at least one secant in the integrand we can strip out one of the tangents along with
one of the secants of course. The tangent will then have an even exponent and so we can use
Equation 7.4 to convert the rest of the tangents to secants. Note that this method does require that
we have at least one secant in the integral as well. If there aren’t any secants then we’ll need to
do something different.

If the exponent on the secant is even and the exponent on the tangent is odd then we can use
either case. Again, it will be easier to convert the term with the smallest exponent.

Let’s take a look at a couple of examples.

Evaluate the following integral.

/ sec’(z) tan®(z) dz

Solution

First note that since the exponent on the secant isn’t even we can't use the substitution
u = tan(z). However, the exponent on the tangent is odd and we've got a secant in the
integral and so we will be able to use the substitution « = sec(z). This means stripping
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out a single tangent (along with a secant) and converting the remaining tangents to secants
using Equation 7.4.

Here’s the work for this integral.
/secg(x) tan®(z) dr = /secs(:v) tan?(z) tan(z) sec(z) dz
— /SeCS(az) (sec?(z) —1)* tan(z) sec(x) d u = sec(z)
= /uS(u2 — 1)2du
= /u12 — 20" B du

1 13 2 11 1 9
= sec sec + —sec’(x) +
13 (m) 11 (:E) 9 ( ) ¢

Example 6

Evaluate the following integral.

/sec4(x) tan®(z) dx

Solution

So, in this example the exponent on the tangent is even so the substitution © = sec(z) won't
work. The exponent on the secant is even and so we can use the substitution v = tan(z)
for this integral. That means that we need to strip out two secants and convert the rest to
tangents. Here is the work for this integral.

/ sect(x)tan®(x) de = / sec?(z) tan’(x) sec?(z) dx

Il
—— —

(tan®*(z) + 1) tan’(z) sec?(z) dx u = tan(z)

(u2 + 1) u du

u® + 8 du

1
tan®(z) + §tan7(:c) +c

O =

Both of the previous examples fit very nicely into the patterns discussed above and so were not all
that difficult to work. However, there are a couple of exceptions to the patterns above and in these
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cases there is no single method that will work for every problem. Each integral will be different and
may require different solution methods in order to evaluate the integral.

Let’s first take a look at a couple of integrals that have odd exponents on the tangents, but no
secants. In these cases we can't use the substitution « = sec(x) since it requires there to be at
least one secant in the integral.

Evaluate the following integral.

/tan(x) dx

Solution

To do this integral all we need to do is recall the definition of tangent in terms of sine and
cosine and then this integral is nothing more than a Calculus | substitution.

/tan(x) dx = / slor;((i)) dx u = cos(x)
= —/idu
= —In|cos(z)| + ¢ rin(z) = In(z")

= Incos(z)| " +¢
=In|sec(z)| + ¢

Note that for many folks,
tan(z) dz = — In|cos(z)| + ¢

We went a step or two further with some simplification. The simplification was done solely
to eliminate the minus sign that was in front of the logarithm. This does not have to be done
in general, but it is always easy to lose minus signs and in this case it was easy to eliminate
it without introducing any real complexity to the answer and so we did.
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Example 8

Evaluate the following integral.

/ tan®(z) dzx

Solution

The trick to this one is do the following manipulation of the integrand.
/tan?’(a:) dx = /tan(x) tan’(z) dx

= /tan(x) (sec’(z) — 1) dzx

= /tan(:c) sec?(z) dx — /tan(x) da

We can now use the substitution v = tanx on the first integral and the results from the
previous example on the second integral.

The integral is then,
1
/tan3(x) dr = §tanQ(gc) —In|sec(z)| + ¢

Note that all odd powers of tangent (with the exception of the first power) can be integrated using
the same method we used in the previous example. For instance,

/tan5(:v) dr = /tan3(z:) (sec’(z) — 1) dz = /tan3(:p) sec?(z) dz — /tanS(x) dz

So, a quick substitution (u = tan(z)) will give us the first integral and the second integral will always
be the previous odd power.

Now let’s take a look at a couple of examples in which the exponent on the secant is odd and the
exponent on the tangent is even. In these cases the substitutions used above won'’t work.

It should also be noted that both of the following two integrals are integrals that we’ll be seeing on
occasion in later sections of this chapter and in later chapters. Because of this it wouldn't be a bad
idea to make a note of these results so you'll have them ready when you need them later.
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Example 9

Evaluate the following integral.

/sec(x) dz

Solution

This one isn’'t too bad once you see what you've got to do. By itself the integral can't be
done. However, if we manipulate the integrand as follows we can do it.

/sec(:c) gy / sec(xz)(sec(z) + tan(z)) "

sec(z) + tan(z)

[ sec?(z) + tan(z) sec(x)
N / sec(z) + tan(z)

In this form we can do the integral using the substitution © = sec(z) + tan(z). Doing this
gives,

/sec(x) dxr =1In |sec(x) +tan(z)| + ¢

The idea used in the above example is a nice idea to keep in mind. Multiplying the numerator and
denominator of a term by the same term above can, on occasion, put the integral into a form that
can be integrated. Note that this method won't always work and even when it does it won’t always
be clear what you need to multiply the numerator and denominator by. However, when it does work
and you can figure out what term you need it can greatly simplify the integral.

Here’s the next example.

Example 10

Evaluate the following integral.

/ sec3(z) dx

Solution

This one is different from any of the other integrals that we've done in this section. The first
step to doing this integral is to perform integration by parts using the following choices for u
and dv.

u = sec(x) dv = sec?(x) dx
du = sec(zx)tan(z) dzx v = tan(x)
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Note that using integration by parts on this problem is not an obvious choice, but it does
work very nicely here. After doing integration by parts we have,

/sec?’(a:) dz = sec(z)tan(z) — /sec(x)tanQ(x) da

Now the new integral also has an odd exponent on the secant and an even exponent on the
tangent and so the previous examples of products of secants and tangents still won’t do us
any good.

To do this integral we'll first write the tangents in the integral in terms of secants. Again, this
is not necessarily an obvious choice but it's what we need to do in this case.

/sec3(x) dx = sec(z) tan(z) — /sec(x) (sec®(z) — 1) dx
= sec(z)tan(z) — /sec3(x) d:c+/sec(:c) da

Now, we can use the results from the previous example to do the second integral and notice
that the first integral is exactly the integral we're being asked to evaluate with a minus sign
in front. So, add it to both sides to get,

2/sec3(x) dx = sec(xz)tan(z) + In |sec(z) + tan(z)|

Finally divide by two and we’re done.

/sec3(:c) dx = %(sec(x) tan(z) + In|sec(z) + tan(a:)\) +c

Again, note that we've again used the idea of integrating the right side until the original integral
shows up and then moving this to the left side and dividing by its coefficient to complete the eval-
uation. We first saw this in the Integration by Parts section and noted at the time that this was a
nice technique to remember. Here is another example of this technique.

Now that we've looked at products of secants and tangents let's also acknowledge that because
we can relate cosecants and cotangents by

1 4 cot?(z) = csc?(x)
all of the work that we did for products of secants and tangents will also work for products of
cosecants and cotangents. We'll leave it to you to verify that.
There is one final topic to be discussed in this section before moving on.

To this point we've looked only at products of sines and cosines and products of secants and
tangents. However, the methods used to do these integrals can also be used on some quotients
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involving sines and cosines and quotients involving secants and tangents (and hence quotients
involving cosecants and cotangents).

Let’s take a quick look at an example of this.

Evaluate the following integral.

sin’(z)
/ cos?(z) de

Solution

If this were a product of sines and cosines we would know what to do. We would strip out
a sine (since the exponent on the sine is odd) and convert the rest of the sines to cosines.
The same idea will work in this case. We'll strip out a sine from the numerator and convert
the rest to cosines as follows,

/Sin7(x) d:r::/ sin’ (z) sin(z) dz

cos?(z) cos?(z)
_ [ (sin’())”
_/ cos?(z)

3
:/(1 —C05(@))” din(a) da

cos*(z)

sin(x) dx

At this point all we need to do is use the substitution « = cos(x) and we're done.

S -
/ cos?(z) do = - / a

:—/u_4—3u_2+3—u2du

11 .1 1,
=—<—3u3+3u+3u—3u)+c
1 3

~ 3cos’(z) cos(z)

1
— 3cos(z) + 3 cos®(z) + ¢

So, under the right circumstances, we can use the ideas developed to help us deal with products
of trig functions to deal with quotients of trig functions. The natural question then, is just what are
the right circumstances?

First notice that if the quotient had been reversed as in this integral,
cos?
/ -S7 (z) g
sin’ (z)
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we wouldn’t have been able to strip out a sine.
cos? cos? 1
[, [eostn) 1,
sin(x) sin®(x) sin(x)
In this case the “stripped out” sine remains in the denominator and it won’t do us any good for the
substitution © = cos(x) since this substitution requires a sine in the numerator of the quotient. Also

note that, while we could convert the sines to cosines, the resulting integral would still be a fairly
difficult integral.

So, we can use the methods we applied to products of trig functions to quotients of trig functions
provided the term that needs parts stripped out in is the numerator of the quotient.
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7.3 Trig Substitutions

As we have done in the last couple of sections, let’'s start off with a couple of integrals that we
should already be able to do with a standard substitution.

3
/a;\/25w2—4da;: 2527 —4)2 4 ¢ 2522 —4 +c

/xdw_l
V2522 —4 25

Both of these used the substitution « = 2522 — 4 and at this point should be pretty easy for you to
do. However, let’s take a look at the following integral.

1
=

Evaluate the following integral.

/\/25x2—4d$
x

Solution

In this case the substitution © = 2522 — 4 will not work (we don’t have the z dz in the nu-
merator the substitution needs) and so we’re going to have to do something different for this
integral.

It would be nice if we could reduce the two terms in the root down to a single term somehow.
The following substitution will do that for us.

2
= —sec(d
v = - sec(6)
Do not worry about where this came from at this point. As we work the problem you will see

that it works and that if we have a similar type of square root in the problem we can always
use a similar substitution.

Before we actually do the substitution however let’s verify the claim that this will allow us to
reduce the two terms in the root to a single term.

4
V2522 — 4 = \/25 <25> sec2(f) —4 = \/4(se02(9) —1) =2y/sec?(d) — 1
Now reduce the two terms to a single term all we need to do is recall the relationship,
tan?(0) 4 1 = sec?(0) = sec’(f) — 1 = tan*(h)

Using this fact the square root becomes,

V2522 — 4 = 2y/tan?(#) = 2 [tan(0)
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So, not only were we able to reduce the two terms to a single term in the process we were
able to easily eliminate the root as well!

Note, however, the presence of the absolute value bars. These are important. Recall
that
Va? = ||

There should always be absolute value bars at this stage. If we knew that tan(¢) was always
positive or always negative we could eliminate the absolute value bars using,

z ifz>0
|z =

—x fxz<O

Without limits we won't be able to determine if tan(0) is positive or negative, however, we will
need to eliminate them in order to do the integral. Therefore, since we are doing an indefinite
integral we will assume that tan(#) will be positive and so we can drop the absolute value

bars. This gives,
V2522 — 4 = 2tan(0)

So, we were able to reduce the two terms under the root to a single term with this substitution
and in the process eliminate the root as well. Eliminating the root is a nice side effect of this
substitution as the problem will now become somewhat easier to do.

Let's now do the substitution and see what we get. In doing the substitution don’t forget that
we’ll also need to substitute for the dx. This is easy enough to get from the substitution.

x = %sec(e) = dr = %sec(@) tan(d) do

Using this substitution the integral becomes,

/\/253;2—_4@:/2'[61”(9) <2 sec(é))tan(@)) do

Zsec() \5

= 2/tan2(9) d

With this substitution we were able to reduce the given integral to an integral involving trig
functions and we saw how to do these problems in the previous section. Let’s finish the
integral.

A/ 2 _
/dezz sec?(h) — 1db
X

=2(tan(f) — 0) + ¢
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So, we've got an answer for the integral. Unfortunately, the answer isn't given in z’s as it
should be. So, we need to write our answer in terms of . We can do this with some right
triangle trig. From our original substitution we have,

5r  hypotenuse

sec(f) = 2 adjacent

This gives the following right triangle.

Sx

J2sxt -4

&
2
From this we can see that,
V2512 — 4
tan(0) = —

We can deal with the # in one of any variety of ways. From our substitution we can see
that,

While this is a perfectly acceptable method of dealing with the 8 we can use any of the
possible six inverse trig functions and since sine and cosine are the two trig functions most
people are familiar with we will usually use the inverse sine or inverse cosine. In this case
we’ll use the inverse cosine.
6 =cos™! (2>
5x

So, with all of this the integral becomes,

2522 — 4 25x2 — 4 2
€T X

= /2522 — 4 —2cos™! <2> +c
5%

We now have the answer back in terms of .

Wow! That was a lot of work. Most of these won'’t take as long to work however. This first one
needed lots of explanation since it was the first one. The remaining examples won't need quite as
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much explanation and so won'’t take as long to work.

However, before we move onto more problems let's first address the issue of definite integrals and
how the process differs in these cases.

Evaluate the following integral.

/fé V252 4
2

X

Solution

The limits here won’t change the substitution so that will remain the same.

2
= —sec(f
r = - sec(d)

Using this substitution the square root still reduces down to,

V2522 — 4 = 2|tan(0)|

However, unlike the previous example we can't just drop the absolute value bars. In this
case we’ve got limits on the integral and so we can use the limits as well as the substitution
to determine the range of 6 that we're in. Once we’ve got that we can determine how to drop
the absolute value bars.

Here’s the limits of # and note that if you aren’t good at solving trig equations in terms of
secant you can always convert to cosine as we do below.

2 2 2 2 1
z=¢ E=E sec(6) 5 cos(0) — cos(#) = cos” (1)=0
4 4 2 2 1 1 1 s
T=r = sec(6) 5 Cos(0) — cos(#) 5 = cos <2> 3

Now, we know from solving trig equations, that there are in fact an infinite number of possible
answers we could use. In fact, the more “correct” answer for the above work is,

0=0+2mn=2mn & 92%—}—27771 n=0,+1,£2,+3,...

So, which ones should we use? The answer is simple. When using a secant trig substitution
and converting the limits we always assume that ¢ is in the range of inverse secant. Or,

If9:sec‘1(x) then0§9<gorg<0§w

© Paul Dawkins Calculus — 585 —



Chapter 7 : Integration Techniques Section 7.3 : Trig Substitutions

Note that we have to avoid ¢ = 7 because secant will not exist at that point. Also note that
the range of § was given in terms of secant even though we actually used inverse cosine to
get the answers. This will not be a problem because even though inverse cosine can give
¢ = 5 we’ll never get it in our work above because that would require that we started with
the secant being undefined and that will not happen when converting the limits as that would
in turn require one of the limits to also be undefined!

So, in finding the new limits we didn’t need all possible values of # we just need the inverse
cosine answers we got when we converted the limits. Therefore, if we are in the range
2 <z < % thendisinthe range of 0 < # < Z and in this range of 6's tangent is positive and
SO we can just drop the absolute value bars.

Let’s do the substitution. Note that the work is identical to the previous example and so most
of it is left out. We’'ll pick up at the final integral and then do the substitution.
5 V2522 — 4 ; 5
2 x
5

3
r=2 [ sec?@) —1db
0

= 2(tan(9) — 6) ’2/3

2T
:2 _
V3 3

Note that because of the limits we didn’t need to resort to a right triangle to complete the
problem.

Let's take a look at a different set of limits for this integral.

Evaluate the following integral.

-3 V25a? 4
_% X *

Solution

Again, the substitution and square root are the same as the first two examples.

2
x = —sec(h) V2522 — 4 = 2|tan(0)|

5
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Let's next see the limits 6 for this problem.

2 2 2 2 1

T —g:gsec(e):gm — cos(l)=—-1 = @H=cos ' (~1)=m
4 4 2 2 1 1 _1 1 2
T=—v —gfgsec( )75cos(0) — cos(e)f—5 = 6§ =cos (—2> =3

Remember that in converting the limits we use the results from the inverse secant/cosine.
So, for this range of z’s we have T < # < 7 and in this range of # tangent is negative and
so in this case we can drop the absolute value bars, but will need to add in a minus sign
upon doing so. In other words,

V2522 — 4 = —2tan(0)

So, the only change this will make in the integration process is to put a minus sign in front
of the integral. The integral is then,

\/2 2 ™
/ br = —2/ sec?(h) — 1db
4 2
5

a7

= —2(tan() — 0) .

2m/3
—2V3

In the last two examples we saw that we have to be very careful with definite integrals. We need
to make sure that we determine the limits on # and whether or not this will mean that we can just
drop the absolute value bars or if we need to add in a minus sign when we drop them.

Before moving on to the next example let's get the general form for the secant trig substitution that
we used in the previous set of examples and the assumed limits on 6.

vV b2z2 — a? = x:gsec(e), 0§0<z, i<(9§7r

Let’'s work a new and different type of example.
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Example 4

Evaluate the following integral.

1
——dx
/ x4/9 — 22

Solution

Now, the terms under the root in this problem looks to be (almost) the same as the previous
ones so let’s try the same type of substitution and see if it will work here as well.

x = 3sec(f)

Using this substitution, the square root becomes,
V9 — 22 = /9 — 9sec2(f) = 3,/1 — sec2(d) = 31/ — tan?(f)

So, using this substitution we will end up with a negative quantity (the tangent squared is
always positive of course) under the square root and this will be trouble. Using this substi-
tution will give complex values and we don’t want that. So, using secant for the substitution
won't work.

However, the following substitution (and differential) will work.

x = 3sin(f) dx = 3cos(0) df
With this substitution the square root is,
V9 — 22 = 34/1 — sin*(9) = 3,/cos2(#) = 3 |cos()| = 3cos()

We were able to drop the absolute value bars because we are doing an indefinite integral
and so we'll assume that everything is positive.

The integral is now,

1 1
/ /9 — 22 = / 81sin*(0) (3 cos(9)) 3cos(6) db

1 1
i [ i @0
81 J sin*(0)

1 4
=3 csc*(6) do

In the previous section we saw how to deal with integrals in which the exponent on the
secant was even and since cosecants behave an awful lot like secants we should be able
to do something similar with this.
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Here is the integral.

1 1
/mdl’ = g /CSC2(9) CSCQ(H) da
=30 (cot?(9) + 1) csc*(0) df u = cot(f)
= —8% u? + 1du

= _8i1 (; cot®(6) + cot(0)> +c

Now we need to go back to x’s using a right triangle. Here is the right triangle for this problem
and trig functions for this problem.

V9 — 22

T

sin(f) = g cot(f) =

9-

The integral is then,

1
S
/x4\/9—x2 TR

24323 Slz

We aren’t going to be doing a definite integral example with a sine trig substitution. However, if we
had we would need to convert the limits and that would mean eventually needing to evaluate an
inverse sine. So, much like with the secant trig substitution, the values of 6 that we’'ll use will be
those from the inverse sine or,

If  =sin~! (z) then —

|
N

Here is a summary for the sine trig substitution.
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IN
S
IN

Va2 — b2x2 = c=2 sin(9), -

b

N[
N[

There is one final case that we need to look at. The next integral will also contain something that
we need to make sure we can deal with.

Evaluate the following integral.

Solution

First, notice that there really is a square root in this problem even though it isn’t explicitly
written out. To see the root let’s rewrite things a little.

(362% +1)° = (3602 + 1)%>3 — (V3622 + 1)3

This terms under the root are not in the form we saw in the previous examples. Here we will
use the substitution for this root.

T = étan(e) dx = ésecz(e) do

With this substitution the denominator becomes,
3 3 3
<\/363:2 + 1> = ( tan2(6) + 1) = ( sec2(6)> = |sec(0)[?

Now, because we have limits we'll need to convert them to ¢ so we can determine how to
drop the absolute value bars.

0= étan(&) = f=tan"'(0)=0

I 1 o T
6= 6tan(0) = g =tan"" (1) = 1

= O

As with the previous two cases when converting limits here we will use the results of the
inverse tangent or,
If 9 =tan~! (z) then —g <0< g

So, in this range of  secant is positive and so we can drop the absolute value bars.
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Here is the integral,

1 ™ 1 5
/6 L diU — / M <1 SeCQ(Q)> d@
0 (3622 +1)2 o seci(d) \6

1 T tan®
_ /4 tan”(0) 40
46656 J, sec(h)

IS

There are several ways to proceed from this point. Normally with an odd exponent on the
tangent we would strip one of them out and convert to secants. However, that would require
that we also have a secant in the numerator which we don’t have. Therefore, it seems like
the best way to do this one would be to convert the integrand to sines and cosines.

/é @ ] /Z sin’(0) .,
0 (363:24-1)% 46656 /g COS4(9)

1 T (1-cos2(h))* .
46656 /0 cos*(6) sin(9)df

We can now use the substitution v = cos(#) and we might as well convert the limits as
well.

0=0 u = cos(0) =1
™ T \/§
"= u=cos () =5

The integral is then,

1 5 1
/6xsd$:—/ ’ u_4—2u_2+1du
0 (36x2+1)§ 46656 1

1 1 2
:‘%%6Q3w+u+@
1 11v2
T 17496 279936

Here is a summary for this final type of trig substitution.

3

Va2 + b2 = = gtan(&), Teg<l

b

[\
[\

Before proceeding with some more examples let’s discuss just how we knew to use the substitu-
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tions that we did in the previous examples.

The main idea was to determine a substitution that would allow us to reduce the two terms under
the root that was always in the problem (more on this in a bit) into a single term and in doing so we
were also able to easily eliminate the root. To do this we made use of the following formulas.

2522 —4 = sec?(d) — 1 =tan?()
9—-2> = 1-sin’(f) =cos?*¥)
36z2+1 = tan?() +1 = sec?(d)

If we step back a bit we can notice that the terms we reduced look like the trig identities we used
to reduce them in a vague way.

For instance, 2522 — 4 is something squared (i.e. the 2522) minus a number (i.e. the 4) and the left
side of formula we used, sec?(f) — 1, also follows this basic form. So, because the two look alike in
a very vague way that suggests using a secant substitution for that problem. We can notice similar
vague similarities in the other two cases as well.

If we keep this idea in mind we don’'t need the “formulas” listed after each example to tell us
which trig substitution to use and since we have to know the trig identities anyway to do the prob-
lems keeping this idea in mind doesn't really add anything to what we need to know for the prob-
lems.

Once we've identified the trig function to use in the substitution the coefficient, the % in the formulas,
is also easy to get. Just remember that in order to use the trig identities the coefficient of the trig
function and the number in the identity must be the same, i.e. both 4 or 9, so that the trig identity
can be used after we factor the common number out. What this means is that we need to “turn”
the coefficient of the squared term into the constant number through our substitution.

So, in the first example we needed to “turn” the 25 into a 4 through our substitution. Remembering
that we are eventually going to square the substitution that means we need to divide out by a 5
so the 25 will cancel out, upon squaring. Likewise, we’ll need to add a 2 to the substitution so the
coefficient will “turn” into a 4 upon squaring. In other words, we would need to use the substitution
that we did in the problem.

The same idea holds for the other two trig substitutions.

Notice as well that we could have used cosecant in the first case, cosine in the second case and
cotangent in the third case. So, why didn't we? Simply because of the differential work. Had we
used these trig functions instead we would have picked up a minus sign in the differential that we'd
need to keep track of. So, while these could be used they generally aren’t to avoid extra minus
signs that we need to keep track of.

Next, let's quickly address the fact that a root was in all of these problems. Note that the root is
not required in order to use a trig substitution. Instead, the trig substitution gave us a really nice
way of eliminating the root from the problem. In this section we will always be having roots in the
problems, and in fact our summaries above all assumed roots, roots are not actually required in
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order use a trig substitution. We will be seeing an example or two of trig substitutions in integrals
that do not have roots in the Integrals Involving Quadratics section.

Finally, let's summarize up all the ideas with the trig substitutions we’ve discussed and again we
will be using roots in the summary simply because all the integrals in this section will have roots
and those tend to be the most likely places for using trig substitutions but again, are not required
in order to use a trig substitution.

Looks Like Substitution Limit Assumptions
sec?(h) — 1 =tan?0 x:%sec(e) 0§0<g, g<9§7r
1 —sin?(9) = cos?(6) T = %sin(e) —g <6< g
tan?(0) + 1 =sec?(d) | == %tan(@) —g <6< g

Now, we have a couple of final examples to work in this section. Not all trig substitutions will just
jump right out at us. Sometimes we need to do a little work on the integrand first to get it into the
correct form and that is the point of the remaining examples.

Example 6

Evaluate the following integral.

/xdx
202 — 4 — 7

Solution

In this case the quantity under the root doesn’t obviously fit into any of the cases we looked
at above and in fact isn't in the any of the forms we saw in the previous examples. Note
however that if we complete the square on the quadratic we can make it look somewhat like
the above integrals.

Remember that completing the square requires a coefficient of one in front of the z2. Once
we have that we take half the coefficient of the z, square it, and then add and subtract it to
the quantity. Here is the completing the square for this problem.

2<ﬁ—ax—;>:2<ﬁ—2x+1—1—;>:2(@-1?-2):2@—1?—9
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So, the root becomes,
202 —dx —T=1/2(x—1)> -9

Now, this looks (very) vaguely like sec?() — 1 (i.e. something squared minus a number)
except we've got something more complicated in the squared term. That is okay we’ll still
be able to do a secant substitution and it will work in pretty much the same way.

r—1= \?i sec(d) x=1+ \/3§ sec(d) dx= \ji sec(f)tan(0) do

Using this substitution the root reduces to,
V22 — 4z — 7 =/2(x — 1)> — 9 = /9sec?() — 9 = 3y/tan’(d) = 3|tan(h)| = 3tan(s)

Note we could drop the absolute value bars since we are doing an indefinite integral. Here
is the integral.

/1+ WSGC 3
3tan(0 V2

/sec )+ = sec 2(0)do

/ m sec(h) tan(9)> de

In|sec(#) + tan(0)| + gtan(e) +c

\/i
And here is the right triangle for this problem.
_ 2 4r _
Sec(g) — \/ﬁ(zl) tan(@) — %fw

Blxm1) y2(x-1)" -9

Joxt —4x -7

The integral is then,

1 2(x—1 202 —4x — 7 2x2 — 4 — 7
In\f(x )+\/ac T +\/m T e

/xm_
V2r?2 —4x — 7 V2 3 3 2
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Evaluate the following integral.

/6493\/ 1+ e2rdx

Solution

This doesn't look to be anything like the other problems in this section. However it is. To
see this we first need to notice that,

Upon noticing this we can use the following standard Calculus | substitution.
u=-e’ du =e%dx
We do need to be a little careful with the differential work however. We don’t have just an e”

out in front of the root. Instead we have an e**. So, we’ll need to strip one of those out for
the differential and then use the substitution on the rest. Here is the substitution work.

e \/1+e2rdr = [ e3e®\/1 + e2r dx
—/(61)3\/1—&—(em)Qexdw—/u?’\/l—i—u?du

This is now a fairly obvious trig substitution (hopefully). The quantity under the root looks
almost exactly like 1 + tan?(#) and so we can use a tangent substitution. Here is that
work.

uw=tan(d) du=sec?(6)dd V1+u2 =1+ tan?0 = \/sec2(h) = |sec(6)|

Because we are doing an indefinite integral we can assume secant is positive and drop the
absolute value bars. Applying this substitution to the integral gives,

/94“3\/1 + e dr = /tan3(0) (sec(9)) (sec*(0)) do = /tan3(0) sec3()db

We’'ll finish this integral off in a bit. Before we get to that there is a “quicker” (although not
super obvious) way of doing the substitutions above. Let's cover that first then we’ll come
back and finish working the integral.

We can notice that the w in the Calculus | substitution and the trig substitution are the same
u and so we can combine them into the following substitution.

e’ =tan(0)
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We can then compute the differential. Just remember that all we do is differentiate both
sides and then tack on dx or df onto the appropriate side. Doing this gives,

e® dx = sec?(0) df

With this substitution the square root becomes,

V1+ex = \/1 + (ev)? = \/1 +tan?(h) = /sec?(h) = |sec(f)| = sec()

Again, we can drop the absolute value bars because we are doing an indefinite integral. The
integral then becomes,

elV1+eXdr = [ e3%e”\/1+e2dx
_ / (€Y1 + e (e")da
= /tan3(0) (sec()) (sec?(9)) do = /tan3(9) sec3(6)db

So, the same integral with less work. However, it does require that you be able to combine
the two substitutions in to a single substitution. How you do this type of problem is up to
you but if you don'’t feel comfortable with the single substitution (and there’s nothing wrong
if you don't!) then just do the two individual substitutions. The single substitution method
was given only to show you that it can be done so that those that are really comfortable with
both kinds of substitutions can do the work a little quicker.

Now, let’s finish the integral work.

/e”\/ 1+e2dy = /tan3(0) sec?()db

= / (sec®(9) — 1) sec?(0) sec(d) tan(9) df v = sec(f)

:/v4v2dv

1 1
= sec®(d) — 3 sec®() + ¢

Here is the right triangle for this integral.

€T

V1 2x
tan(f) = eT sec(f) = % =V1+e?
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1+sz

The integral is then,

5 3
2 2

el"\/1+e2dr = — (1 +e*) —%(1+e2“"3) +e

ot =

This was a messy problem, but we will be seeing some of this type of integral in later sections
on occasion so we needed to make sure you'd seen at least one like it.

So, as we've seen in the final two examples in this section some integrals that look nothing like the
first few examples can in fact be turned into a trig substitution problem with a little work.
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7.4 Partial Fractions

In this section we are going to take a look at integrals of rational expressions of polynomials and
once again let’s start this section out with an integral that we can already do so we can contrast it
with the integrals that we’ll be doing in this section.

2z -1 1 .
/:E(;d:c:/du usingu = 2? —x — 6 and du = (2z — 1) dx
u

22— —
zln‘x2—x—6‘+c

So, if the numerator is the derivative of the denominator (or a constant multiple of the derivative
of the denominator) doing this kind of integral is fairly simple. However, often the numerator isn’t
the derivative of the denominator (or a constant multiple). For example, consider the following

integral.
/ 3z + 11
————dx

22— -6

In this case the numerator is definitely not the derivative of the denominator nor is it a constant
multiple of the derivative of the denominator. Therefore, the simple substitution that we used above
won't work. However, if we notice that the integrand can be broken up as follows,

dr+11 4 1

2—z-6 x-3 x+2

then the integral is actually quite simple.

/3:1:+11 dx_/ [
2—z—-6 ) x—3 x+2

=4Injz—-3|—-Injz+2|+¢

This process of taking a rational expression and decomposing it into simpler rational expressions
that we can add or subtract to get the original rational expression is called partial fraction decom-
position. Many integrals involving rational expressions can be done if we first do partial fractions
on the integrand.

So, let's do a quick review of partial fractions. We'll start with a rational expression in the form,

where both P (z) and @ (x) are polynomials and the degree of P (z) is smaller than the degree
of @ (z). Recall that the degree of a polynomial is the largest exponent in the polynomial. Partial
fractions can only be done if the degree of the numerator is strictly less than the degree of the
denominator. That is important to remember.

So, once we've determined that partial fractions can be done we factor the denominator as com-
pletely as possible. Then for each factor in the denominator we can use the following table to
determine the term(s) we pick up in the partial fraction decomposition.
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Factor in . . . .
. Term in partial fraction decomposition
denominator
A
ar +b
axr +0b
A A A
(az + b)* LR 2 k=1,2,3,...
ar+b  (ax+b) (ax + b)
Ax+ B
ar® +bx + ¢ _Artb
ar? +bx +c
A B A B A B
(aa:2+ba:+c)k 21$+ ! 22+ 5 5+ R+ Dk k,k:1,2,3,...
ar® +br+c  (ax? + bx + c) (ax? + bx + ¢)

Notice that the first and third cases are really special cases of the second and fourth cases respec-
tively.

There are several methods for determining the coefficients for each term and we will go over each
of those in the following examples.

Let’s start the examples by doing the integral above.

Evaluate the following integral.

/ 3r+ 11
——dx
22 —2—6

Solution

The first step is to factor the denominator as much as possible and get the form of the partial
fraction decomposition. Doing this gives,

3r+11 A B

(x—3)(z+2) _x—3+1:+2

The next step is to actually add the right side back up.
3z + 11 A(x+2)+ B(x—3)

(x—3)(x+2) (x —3) (z+2)

Now, we need to choose A and B so that the numerators of these two are equal for every
x. To do this we'll need to set the numerators equal.

3x+11=A(x+2)+ B(x—3)

Note that in most problems we will go straight from the general form of the decomposition to
this step and not bother with actually adding the terms back up. The only point to adding the
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terms is to get the numerator and we can get that without actually writing down the results
of the addition.

At this point we have one of two ways to proceed. One way will always work but is often
more work. The other, while it won't always work, is often quicker when it does work. In this
case both will work and so we’ll use the quicker way for this example. We'll take a look at
the other method in a later example.

What we're going to do here is to notice that the numerators must be equal for any x that we
would choose to use. In particular the numerators must be equal for r = —2 and =z = 3. So,
let’s plug these in and see what we get.

r=-2: 5=A(0)+ B(-5) = B=-1
r=3 : 20 = A (5) + B (0) = A=4

So, by carefully picking the x’s we got the unknown constants to quickly drop out. Note that
these are the values we claimed they would be above.

At this point there really isn't a whole lot to do other than the integral.
3r+11 4 1
———dr = — d
/??—x—Gajh/x—S x+21

4
:/ daz/ 1dx
xr—3 T+ 2

—4In|z—3]—Injz+2| +c

Recall that to do this integral we first split it up into two integrals and then used the substitu-
tions,
u=x—3 v=x+2

on the integrals to get the final answer.

Before moving onto the next example a couple of quick notes are in order here. First, many of the
integrals in partial fractions problems come down to the type of integral seen above. Make sure
that you can do those integrals.

There is also another integral that often shows up in these kinds of problems so we may as well
give the formula for it here since we are already on the subject.

1 1
[ o= bt (2 e
2+ a? a a

It will be an example or two before we use this so don’t forget about it.

Now, let’s work some more examples.
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Evaluate the following integral.

/ 22+ 4 d
— x
323 + 422 — 4o

Solution

We won't be putting as much detail into this solution as we did in the previous example. The
first thing is to factor the denominator and get the form of the partial fraction decomposi-

tion.
z? +4 A B C
=24 +
z(z+2)Bx—-2) =z x+2 3r-—-2

The next step is to set numerators equal. If you need to actually add the right side together
to get the numerator for that side then you should do so, however, it will definitely make the
problem quicker if you can do the addition in your head to get,

2 +4=A(x+2)(B3x—2)+Bx(3z —2) + Cx (z +2)

As with the previous example it looks like we can just pick a few values of x and find the
constants so let’s do that.

=0 4=A(2)(-2) = =1
=2 8= B(~2)(-8) = -3

2 40 2 8 40 5
=3 9—C<3)(3> = “=1%"2

Note that unlike the first example most of the coefficients here are fractions. That is not
unusual so don't get excited about it when it happens.

Now, let's do the integral.

22 +4 1 1 5
v ' dr= | == 2 2 4
/3:c3+4:1:2—4a: o / :c+a:+2+3ac—2 v

1 5
:—|n|a:|—|—§|n|a:+2|+6|n|3a:—2|+c

Again, as noted above, integrals that generate natural logarithms are very common in these
problems so make sure you can do them. Also, you were able to correctly do the last integral
right? The coefficient of % is correct. Make sure that you do the substitution required for the
term properly.
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Evaluate the following integral.

/ 22 =292 +5
3 dx
(x —4)" (2 +3)

Solution

This time the denominator is already factored so let’s just jump right to the partial fraction

decomposition.
> —292+5 A LB CaetD
(x—4)2@2+3) z—4 (z—4?2 2243

Setting numerators gives,
22 =292 +5=A(x —4) (ac2—|—3) —|—B(:U2+3) + (Cz + D) (z — 4)?
In this case we aren’t going to be able to just pick values of x that will give us all the constants.

Therefore, we will need to work this the second (and often longer) way. The first step is to
multiply out the right side and collect all the like terms together. Doing this gives,

1> —29r+5=(A+C)2*+(—4A+ B —8C + D) x>+ (34 + 16C — 8D) x —12A+3B+ 16D
Now we need to choose A, B, C, and D so that these two are equal. In other words, we will

need to set the coefficients of like powers of x equal. This will give a system of equations
that can be solved.

3 A+C =0

2% —4A+B-8C+D=1

) = A=1,B=-5C=-1,D=2
xb: 34 +16C — 8D = —29

20 —12A+3B+16D =5

Note that we used z° to represent the constants. Also note that these systems can often be
quite large and have a fair amount of work involved in solving them. The best way to deal
with these is to use some form of computer aided solving techniques.

Now, let's take a look at the integral.
229245 1 5 —z + 2
/ T : T + do — / _ - 233+ du
(x4 (22 +3) 7—4 (e—4p  27+3
/ 1 ) T + 2 d
= - — x
r—4 (z—4)? 2243 2243

) 1 2
—— — ~In|2? + 3| + =tan~! [ —=
— 13 |2® + Hﬁ < >+c

=Injz —4|+
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In order to take care of the third term we needed to split it up into two separate terms. Once
we’ve done this we can do all the integrals in the problem. The first two use the substitution
u = x — 4, the third uses the substitution v = z2 + 3 and the fourth term uses the formula
given above for inverse tangents.

Example 4

Evaluate the following integral.

/x3+10$2+3$+36
(z — 1) (22 +4)°

Solution

Let’s first get the general form of the partial fraction decomposition.

2 +1022 + 3z +36 A L BatC  Da+E
(. —1) (22 + 4)° r—1 2244 (2244)

Now, set numerators equal, expand the right side and collect like terms.

2 4100+ 32+ 36 = A(22 +4)° + (Be + C) (x — 1) (2* +4) + (Dz + E) (x — 1)
=(A+B)2* +(C—B)a® + (8A+4B — C + D) 2*+
(—4B+4C — D+ E)z +16A—4C — E

Setting coefficient equal gives the following system.

zt A+B=0
x> C-B=1
z? 844+4B—-C+D=10p = A=2B=-2C=-1,D=1,E=0
z! —4B+4C-D+FE=3
20 164 —4C — FE =36

Don’t get excited if some of the coefficients end up being zero. It happens on occasion.

Here’s the integral.

/x3+10x2+3x+36d / 2 +—2x—1 x
:L':
(. —1) (22 + 4)° x—1 x2+4 (22 + 4)*

dx

/ 2 2z 1 n T d
= — — X
r—1 22+4 2244 (22+44)?

1 11
=2 e~ 1~ Info? + 4| - Jtan~! (3) = -
[z =1 =Injo”+4] - 5 3) " 2aEya e
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To this point we’ve only looked at rational expressions where the degree of the numerator was
strictly less that the degree of the denominator. Of course, not all rational expressions will fit into
this form and so we need to take a look at a couple of examples where this isn’t the case.

Evaluate the following integral.

dx

/:L‘4—5x3+6332—18
3 — 322

Solution

So, in this case the degree of the numerator is 4 and the degree of the denominator is 3.
Therefore, partial fractions can’t be done on this rational expression.

To fix this up we’ll need to do long division on this to get it into a form that we can deal with.
Here is the work for that.

T —2
x3 — 31’2).%'4 — 523 + 622 — 18
— (x4 — 3563)
—223 + 622 — 18
— (—2x3 + 6x2)
—18
So, from the long division we see that,
x* — 5a® + 622 — 18 ) 18
= I — —_——_—
x3 — 32 x3 — 32
and the integral becomes,
4 3 2
r* —bx’ + 6x° — 18 18
/ 3.0 dx:/x2x3_3x2dac

18

The first integral we can do easily enough and the second integral is now in a form that
allows us to do partial fractions. So, let's get the general form of the partial fractions for the

second integrand.
18 A B, 6 C
N 2 -3

2?2 (r—-3) = =
Setting numerators equal gives us,

18 = Az (x — 3) + B (z — 3) + Cx?
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Now, there is a variation of the method we used in the first couple of examples that will work
here. There are a couple of values of x that will allow us to quickly get two of the three
constants, but there is no value of x that will just hand us the third.

What we’ll do in this example is pick x’s to get the two constants that we can easily get
and then we’ll just pick another value of x that will be easy to work with (i.e. it won't give
large/messy numbers anywhere) and then we’ll use the fact that we also know the other two
constants to find the third.

r=0: 18 = B(-3) = B=-6
z=3: 18=C(9) = (=2
r=1: 18=A(-2)+B(-2)+C=-2A+14 = A=-2

The integral is then,

ot — 523 + 622 — 18 2 6 2
/ R dx—/:r—2dx—/—x—$2+x_3dx

1 6
:53:2—23:+2|n|:17|———2|n|a:—3|+c
x

In the previous example there were actually two different ways of dealing with the z? in the de-
nominator. One is to treat it as a quadratic which would give the following term in the decomposi-

tion
Ax + B

2
x
and the other is to treat it as a linear term in the following way,

2% = (z —0)?

which gives the following two terms in the decomposition,

A B
a2
We used the second way of thinking about it in our example. Notice however that the two will give
identical partial fraction decompositions. So, why talk about this? Simple. This will work for 22, but
what about 22 or z*? In these cases, we really will need to use the second way of thinking about
these kinds of terms.

Let’s take a look at one more example.
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Example 6

Evaluate the following integral.

2
T
/$2_1dx

Solution

In this case the numerator and denominator have the same degree. As with the last example
we’ll need to do long division to get this into the correct form. We'll leave the details of that

to you to check.
x? 1 1
_— = 1 =
/$2_1d:p / +$2_1d:€ /daz+/x2_1dx

So, we'll need to partial fraction the second integral. Here's the decomposition.

1 A B

G-+l o-1 z+1

Setting numerator equal gives,

1=A(x+1)+B(z—-1)

Picking value of z gives us the following coefficients.
r=—1: 1 =DB(-2) = B—__

The integral is then,

2 1 1
- dx = d 2 o 2 d
/xQ—l v /x+/x—l x+1 v

e —1) - Sinjz 1]+
=X 2 T 2 X C
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7.5 Integrals Involving Roots

In this section we’re going to look at an integration technique that can be useful for some integrals
with roots in them. We've already seen some integrals with roots in them. Some can be done
quickly with a simple Calculus | substitution and some can be done with trig substitutions.

However, not all integrals with roots will allow us to use one of these methods. Let’s look at a
couple of examples to see another technique that can be used on occasion to help with these
integrals.

Evaluate the following integral.

2
/ 3$+ dx
r—3

Solution

Sometimes when faced with an integral that contains a root we can use the following sub-
stitution to simplify the integral into a form that can be easily worked with.

u=vr—3

So, instead of letting u be the stuff under the radical as we often did in Calculus | we let u
be the whole radical. Now, there will be a little more work here since we will also need to
know what x is so we can substitute in for that in the numerator and so we can compute
the differential, dz. This is easy enough to get however. Just solve the substitution for x as
follows,

z=u’+3 dr = 3u? du

Using this substitution the integral is now,

3
+3)+2
/(U>3u2du:/3u4+15udu

u
3 5 15
=gu g te
3 515 .
= S(@-3)3 + S@-3) 4o

So, sometimes, when an integral contains the root {/g (x) the substitution,

u= /g (z)

can be used to simplify the integral into a form that we can deal with.
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Let's take a look at another example real quick.

Evaluate the following integral.

2
——d
/x_3¢;+u>x

Solution

We'll do the same thing we did in the previous example. Here’s the substitution and the
extra work we’ll need to do to get z in terms of w.

u=+vx+10 xr=u?—10 dr = 2udu

With this substitution the integral is,

2 2 4u
= - GWdu= [ —% 4
/m—3\/:p+10 * /u2103u( u) du /u23u10 v

This integral can now be done with partial fractions.

4u A B

(W—5)(ut2) u—5 u+2

Setting numerators equal gives,

du=A(u+2)+B(u—>5)
Picking value of u gives the coefficients.

u==2 —8=B(-T7) = B=

u=5 20 = A (7) = A=

The integral is then,

8

7
u+ 2

20
15-{- du

2
2 dr=
/1‘—3\/x+10 v /u

20 8
:7|n|u—5|—|—?|n|u+2|+c

:2—70In‘\/x+10—5}+§In\\/a:+10+2|+c
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So, we've seen a nice method to eliminate roots from the integral and put it into a form that we can
deal with. Note however, that this won’t always work and sometimes the new integral will be just
as difficult to do.
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7.6 Integrals Involving Quadratics

To this point we've seen quite a few integrals that involve quadratics. A couple of examples

are,
T 1 9 1 1, 4 /z

We also saw that integrals involving v/b222 — a2, v/a? — b2z2 and va? + b222 could be done with a
trig substitution.

Notice however that all of these integrals were missing an « term. They all consist of only a
quadratic term and a constant.

Some integrals involving general quadratics are easy enough to do. For instance, the following
integral can be done with a quick substitution.

2z + 3 1 /1 )

:iln‘4x2+12$—1‘+c

Some integrals with quadratics can be done with partial fractions. For instance,

10z — 6 4 2 2
_ 0 = _ dz = 4Inlz +5/— = In |3z + 1
/3x2+16w+5 v /a;+5 3 +1° o +5] = 3InB 4+ 1]+

Unfortunately, these methods won't work on a lot of integrals. A simple substitution will only work
if the numerator is a constant multiple of the derivative of the denominator and partial fractions will
only work if the denominator can be factored.

The topic of this section is how to deal with integrals involving quadratics when the techniques that
we've looked at to this point simply won’t work.

Back in the Trig Substitution section we saw how to deal with square roots that had a general
guadratic in them. Let’s take a quick look at another one like that since the idea involved in doing
that kind of integral is exactly what we are going to need for the other integrals in this section.

Evaluate the following integral.

/\/x2—|—4x+5d:c

Solution

Recall from the Trig Substitution section that in order to do a trig substitution here we first
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needed to complete the square on the quadratic. This gives,

4 dr+5=a 44 +4—4+5=(x+2)7+1
After completing the square the integral becomes,

/\/mm:/\/(anQ)Q#—lda:

Upon doing this we can identify the trig substitution that we need. Here it is,

T+ 2 = tan(f) r = tan(f) — 2 dx = sec?(6) db

V(@ +272+1= \Jtan?(0) + 1 = \/5ec2(0) = [sec(6)| = sec(0)

Recall that since we are doing an indefinite integral we can drop the absolute value bars.
Using this substitution the integral becomes,

/\/:U2+4:U+5dm :/sec3(9) do

= %(sec(@) tan(0) + In|sec(9) + tan(0)|> +c

We can finish the integral out with the following right triangle.

2 Va2 +4 )
tan(d) = ler sec(f) = % =Vz2+4x+5

X+ 2

1
/\/a:2+4a:+5d:c=2((a;+2)\/a:2+4x+5+ln‘a:+2+\/x2+4x+5’)+c

So, by completing the square we were able to take an integral that had a general quadratic in it
and convert it into a form that allowed us to use a known integration technique.

Let’s do a quick review of completing the square before proceeding. Here is the general completing
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the square formula that we’ll use.

2 2 2 2
22 4 bx +c=2® +br + AR +c= :1:4—é —I—c—b—
2 2 2 4

This will always take a general quadratic and write it in terms of a squared term and a constant
term.

Recall as well that in order to do this we must have a coefficient of one in front of the z2. If not,
we’'ll need to factor out the coefficient before completing the square. In other words,

b
ar’ +br+c=a <£L'2+:B+c>
a a

complete the
square on this!

Now, let's see how completing the square can be used to do integrals that we aren’t able to do at
this point.

Evaluate the following integral.

1
- 4
/2x2—3x+2 v

Solution

Okay, this doesn't factor so partial fractions just won't work on this. Likewise, since the
numerator is just “1” we can’t use the substitution v = 22% — 3z + 2. So, let’'s see what
happens if we complete the square on the denominator.

2x2—3x+2—2(x2—2m+1>

3 9 9
<$ 2" T 16 16+>

3\? 7
:2 _—— JE—
(("’3 4) +16)
With this the integral is,

1 1 1
/22 3 2dx:2/32 dx
vEo et (x—3)"+

Now this may not seem like all that great of a change. However, notice that we can now use
the following substitution.

U=x—— du = dx
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and the integral is now,

1 1 1
= -y
/2x2—3x+2 . 2/u2+176 “

We can now see that this is an inverse tangent! So, using the formula from the start of the

section we get,
/1d — l i tanfl 4'7’“ +
222 —3z+2 " 2\ 7 Vi) ¢

= itan* (4x _ 3) +c
V7 VT

Evaluate the following integral.

/ 3z —1 d
—— _dx
22 + 10z + 28

Solution

This example is a little different from the previous one. In this case we do have an z in the
numerator however the numerator still isn’t a multiple of the derivative of the denominator
and so a simple Calculus | substitution won't work.

So, let's again complete the square on the denominator and see what we get,

2+ 10z +28 =22 + 100+ 25 — 25+ 28 = (2 + 5)° + 3

Upon completing the square the integral becomes,
3z —1 3r—1
/ ik S / el g
z° 4+ 10x + 28 (x +5)"+3

At this point we can use the same type of substitution that we did in the previous example.
The only real difference is that we’ll need to make sure that we plug the substitution back
into the numerator as well.

u=x+D5 r=u—2>5 dr = du
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/ 3r—1 d
_—_— 1‘:
22 + 10z + 28

So, in general when dealing with an integral in the form,

Ax+ B
_— 7.5
/aa:2+b:v+cd$ (7:5)

Here we are going to assume that the denominator doesn’t factor and the numerator isn’t a con-
stant multiple of the derivative of the denominator. In these cases, we complete the square on
the denominator and then do a substitution that will yield an inverse tangent and/or a logarithm
depending on the exact form of the numerator.

Let's now take a look at a couple of integrals that are in the same general form as Equation 7.5
except the denominator will also be raised to a power. In other words, let’s look at integrals in the
form,

Az + B
7.
/ (ax? + bz + )" da (7.6)

Example 4

Evaluate the following integral.

T
5 5 dr
(x? — 6x + 11)

Solution

For the most part this integral will work the same as the previous two with one exception
that will occur down the road. So, let’'s start by completing the square on the quadratic in
the denominator.

=6z +11=22—624+9—-9+11 = (z—3)*+2
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The integral is then,

/@2_62“1)3“:/[@_?;Hrdf”

Now, we will use the same substitution that we've used to this point in the previous two
examples.
u=x—3 r=u+3 dxr = du

/ a: dx —/Mdu
(22 — 6z +11)° (u? 4 2)°

_/(u212)3du+/(u23-2)3du

Now, here is where the differences start cropping up. The first integral can be done with the
substitution v = u? + 2 and isn’t too difficult. The second integral however, can’t be done
with the substitution used on the first integral and it isn’t an inverse tangent.

It turns out that a trig substitution will work nicely on the second integral and it will be the
same as we did when we had square roots in the problem.

u = V/2tan() du = v/2sec?(0) do

With these two substitutions the integrals become,

x bt 3 >
/($2—6$+11)3 o) we +/ (2tan?(0) + 2)° (ﬂsec (9>> a0
:_11+/ 3v/2 sec?(f)

407 8(tan®(6) + 1)
1 3v2 [ sec?()
S A (w2 +2)? s / (sec2(6))? a0
1 1 3v2 1
C Hw—ap ) +5 | s @
1 1 3V2 A
=—— + cos”(6) df
4<(m—3)2+2>2 8 /

Okay, at this point we’ve got two options for the remaining integral. We can either use the
ideas we learned in the section about integrals involving trig integrals or we could use the
following formula.

m _ i ; m—1 m—1 m—2
/cos (0) do = msm(@) cos™ () + I /cos (0) do
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Let's use this formula to do the integral.

/cos4(0) do = isin(e) cos®(0) + Z /0052(0) do

—_

4

1 . 3
= sin() cos®(6) + = (2 5

1sin(e) cos(f) + = /coso(e) d9> cos’(h) = 1!
1 . 3 . 3
= 4 sin(0) cos?() + 3 sin(6) cos(f) + 3?

Next, let's use the following right triangle to get this back to x’s.

3 sin cos(f) = V2

z—3
@)= —2—° S L
V2 \/m (z—3)%+2

tan(d) =

Sl =

Jx-3)7+2

The cosine integral is then,
2V2 (z - 3)
2
((a: —3)% + 2)
:Jf r—3 2+3\86 3:—23 +2tan_1<x—3>

/cos4(0) do = %

All told then the original integral is,

/ ;17 dr = L ! +
3 - 2
(22 — 6z + 11) 4((w—3)2+2)

It's a long and messy answer, but there it is.
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Evaluate the following integral.

Solution
As with the other problems we’ll first complete the square on the denominator.

4-2—a? == (@ +2—4) =~ (@ +2+1-1-4) = (@+1)’ -5) =5 (@ +1)°

The integral is,

/ 78 g / Ak B ¥
(4 -2z —2?) [5_(564_1)2}
Now, let’s do the substitution.

u=x+1 r=u—1 dr = du

and the integral is now,

In the first integral we’ll use the substitution
v=>5—u?
and in the second integral we'll use the following trig substitution

u = v/5sin(f) du = /5 cos(6) df

Using these substitutions the integral becomes,

x—3 1 /1 4
/(4_2:3_3;296“”:‘2 UQdU_/(5—5sin2(9))2 (V5cos(o)) d
11 45 cos(f)

S 5 df
2v. 25 J (1-sin*(9))
11 45 [ cos()
20 25 J cos*(0)
11 45 3
35" 35 sec’(0) df
11 2v5
=5, §<sec(0) tan(6) + In|sec(h) +tan(9)|> +c
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We’'ll need the following right triangle to finish this integral out.

1 1
_ Tt sec(f) = L tan(f) = v

V5 \/5— (z+1) 5— (z+1)>

sin(f) =

Sl

NG
x+1
8
2
5—[x+1:l
So, going back to «’s the integral becomes,
-3 1 1
/“d$:2_
(4 —2x — 22) 25—u
2v5 [ V5( 1
2\5[ (z+ 2Jrl vt +c
5—( \/5— z41) \/5— x4+ 1)
1 1-da 2v5 | 241475
= — 5 —
105~ (z+1) 25 5_<x+1)2

Often the following formula is needed when using the trig substitution that we used in the previous
example.

1
/secm(e) do = - tan(6) sec™2(0) + ml/secm‘z(e) do

m — m —

Note that we’ll only need the two trig substitutions (sine and tangent) that we used here. The third
trig substitution (secant) that we used will not be needed here. Any quadratic that could use a
secant substitution can be turned into a sine substitution simply by factoring a minus sign out of
the quadratic. Note that we can do that for these types of problems because we don’t have a root
and so the minus sign can be completely factored out of the integrand while we couldn’t do that
with the roots we had in the problems back in the Trig Substitution section.
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7.7 Integration Strategy

We’ve now seen a fair number of different integration techniques and so we should probably pause
at this point and talk a little bit about a strategy to use for determining the correct technigue to use
when faced with an integral.

There are a couple of points that need to be made about this strategy. First, it isn’t a hard and fast
set of rules for determining the method that should be used. It is really nothing more than a general
set of guidelines that will help us to identify techniques that may work. Some integrals can be done
in more than one way and so depending on the path you take through the strategy you may end
up with a different technique than somebody else who also went through this strategy.

Second, while the strategy is presented as a way to identify the technigue that could be used on an
integral also keep in mind that, for many integrals, it can also automatically exclude certain tech-
niques as well. When going through the strategy keep two lists in mind. The first list is integration
techniques that simply won’t work and the second list is techniques that look like they might work.
After going through the strategy and the second list has only one entry then that is the technique
to use. If, on the other hand, there is more than one possible technique to use we will then have to
decide on which is liable to be the best for us to use. Unfortunately, there is no way to teach which
technique is the best as that usually depends upon the person and which technique they find to be
the easiest.

Third, don't forget that many integrals can be evaluated in multiple ways and so more than one
technique may be used on it. This has already been mentioned in each of the previous points but
is important enough to warrant a separate mention. Sometimes one technique will be significantly
easier than the others and so don't just stop at the first technique that appears to work. Always
identify all possible techniques and then go back and determine which you feel will be the easiest
for you to use.

Next, it's entirely possible that you will need to use more than one method to completely do an
integral. For instance, a substitution may lead to using integration by parts or partial fractions
integral.

Finally, in my class | will accept any valid integration technique as a solution. As already noted
there is often more than one way to do an integral and just because | find one technique to be the
easiest doesn’t mean that you will as well. So, in my class, there is no one right way of doing an
integral. You may use any integration technique that I've taught you in this class or you learned
in Calculus | to evaluate integrals in this class. In other words, always take the approach that you
find to be the easiest.

Note that this final point is more geared towards my class and it's completely possible that your
instructor may not agree with this and so be careful in applying this point if you aren’t in my
class.

Okay, let's get on with the strategy.
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Integration Strategy

1. Simplify the integrand, if possible. This step is very important in the integration
process. Many integrals can be taken from impossible or very difficult to very easy
with a little simplification or manipulation. Don’t forget basic trig and algebraic identi-
ties as these can often be used to simplify the integral. We used this idea when we
were looking at integrals involving trig functions. For example, consider the following
integral.

/ cos?(z) dx

This integral can’t be done as is, however simply by recalling the identity,
cos?(z) = %(1 + cos (2z))

the integral becomes very easy to do.

Note that this example also shows that simplification does not necessarily mean that
we’ll write the integrand in a “simpler” form. It only means that we’ll write the integrand
into a form that we can deal with and this is often longer and/or “messier” than the
original integral.

2. Seeifa“simple”,i.e. au-substitution will work. Look to see if a simple substitution
can be used instead of the often more complicated methods from Calculus Il. For
example, consider both of the following integrals.

/ T dx /x\/xQ—ldx

2 -1

The first integral can be done with partial fractions and the second could be done with
a trig substitution.

However, both could also be evaluated using the substitution v = z? — 1 and the work
involved in the substitution would be significantly less than the work involved in either
partial fractions or trig substitution.

So, always look for quick, simple substitutions before moving on to the more compli-
cated Calculus Il technigues.

3. Identify the type of integral. Note that any integral may fall into more than one of
these types. Because of this fact it's usually best to go all the way through the list
and identify all possible types since one may be easier than the other and it’s entirely
possible that the easier type is listed lower in the list.

(a) Is the integrand a rational expression (i.e is the integrand a polynomial divided
by a polynomial)? If so, then partial fractions may work on the integral.
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(b) Is the integrand a polynomial times a trig function, exponential, or logarithm? If
so, then integration by parts may work.

(c) Is the integrand a product of sines and cosines, secant and tangents, or cose-
cants and cotangents? If so, then the topics from the second section may work.

Likewise, don’t forget that some quotients involving these functions can also be
done using these techniques.

(d) Does the integrand involve vb2z2 + a2, v/b222 — a2, or va? — b222? If so, then
a trig substitution might work nicely.

(e) Does the integrand have roots other than those listed above in it? If so, then the
substitution uw = {/g (z) might work.

(f) Does the integrand have a quadratic in it? If so, then completing the square on
the quadratic might put it into a form that we can deal with.

4. Can we relate the integral to an integral we already know how to do? In other
words, can we use a substitution or manipulation to write the integrand into a form
that does fit into the forms we've looked at previously in this chapter. typical example

here is the following integral.
/cos(x)\/ 1+ sin®(z) dx

This integral doesn’t obviously fit into any of the forms we looked at in this chapter.
However, with the substitution « = sin(z) we can reduce the integral to the form,

/\/1+u2du

which is a trig substitution problem.

5. Dowe need to use multiple techniques? In this step we need to ask ourselvesifitis
possible that we’ll need to use multiple techniques. The example in the previous part
is a good example. Using a substitution didn’t allow us to actually do the integral. All
it did was put the integral and put it into a form that we could use a different technique
on. Don’t ever get locked into the idea that an integral will only require one step to
completely evaluate it. Many will require more than one step.

6. Try again. If everything that you've tried to this point doesn’t work then go back
through the process and try again. This time try a technique that you didn’t use the
first time around.
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As noted above this strategy is not a hard and fast set of rules. It is only intended to guide you
through the process of best determining how to do any given integral. Note as well that the only
place Calculus Il actually arises is in the third step. Steps 1, 2 and 4 involve nothing more than
manipulation of the integrand either through direct manipulation of the integrand or by using a
substitution. The last two steps are simply ideas to think about in going through this strategy.

Many students go through this process and concentrate almost exclusively on Step 3 (after all this
is Calculus I, so it's easy to see why they might do that....) to the exclusion of the other steps.
One very large consequence of that exclusion is that often a simple manipulation or substitution is
overlooked that could make the integral very easy to do.

Before moving on to the next section we should work a couple of quick problems illustrating a
couple of not so obvious simplifications/manipulations and a not so obvious substitution.

Evaluate the following integral.

tan(z)
/ sect(x) de

Solution

This integral almost falls into the form given in 3c. It is a quotient of tangent and secant
and we know that sometimes we can use the same methods for products of tangents and
secants on quotients.

The process from that section tells us that if we have even powers of secant to strip two of
them off and convert the rest to tangents. That won't work here. We can split two secants
off, but they would be in the denominator and they won't do us any good there. Remember
that the point of splitting them off is so they would be there for the substitution u = tan(z).
That requires them to be in the numerator. So, that won't work and so we’ll have to find
another solution method.

There are in fact two solution methods to this integral depending on how you want to go
about it. We’ll take a look at both.

Solution 1
In this solution method we could just convert everything to sines and cosines and see if that
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gives us an integral we can deal with.

/ tan(x) d:c:/ sin(z) cos' (z) dz

sect(z) cos(x)

= /sin(x) cos?(z) dx u = cos(x)

:—/u3du

1
= cos*(z) + ¢

Note that just converting to sines and cosines won't always work and if it does it won't always
work this nicely. Often there will be a lot more work that would need to be done to complete
the integral.

Solution 2

This solution method goes back to dealing with secants and tangents. Let’s notice that if we
had a secant in the numerator we could just use u = sec(x) as a substitution and it would be
a fairly quick and simple substitution to use. We don't have a secant in the numerator. How-
ever, we could very easily get a secant in the numerator simply by multiplying the numerator
and denominator by secant.

/tan(az) dm:/tan(a;)sec(a:)dx

sect(z) seco(z)

1
= [ —d
/u5u
11

T 4sect(x) e

u = sec(x)

1
= cost(x) 4 ¢

In the previous example we saw two “simplifications” that allowed us to do the integral. The first
was using identities to rewrite the integral into terms we could deal with and the second involved
multiplying the numerator and the denominator by something to again put the integral into terms
we could deal with.

Using identities to rewrite an integral is an important “simplification” and we should not forget about
it. Integrals can often be greatly simplified or at least put into a form that can be dealt with by using
an identity.

The second “simplification” is not used as often, but does show up on occasion so again, it's best to
not forget about it. In fact, let's take another look at an example in which multiplying the numerator
and denominator by something will allow us to do an integral.
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Evaluate the following integral.

1
/1 Fein@) @

Solution

This is an integral in which if we just concentrate on the third step we won't get anywhere.
This integral doesn’t appear to be any of the kinds of integrals that we worked in this chap-
ter.

We can do the integral however, if we do the following,
1 B 1 1 —sin(z)
/ 1+ sin(z) do = / 1+ sin(z) 1 —sin(x) da
1 —sin(z)

:/1_9@(@‘“

This does not appear to have done anything for us. However, if we now remember the first
“simplification” we looked at above we will notice that we can use an identity to rewrite the
denominator. Once we do that we can further reduce the integral into something we can

deal with.
1 [ 1—=sin(x)
/1 + sin(z) d _/ cos2(x) da

_ / 1 sin(z) 1 d

cos?(z) cos(z) cos(z)

_ / sec?(x) — tan(x) sec(z) de

=tan(z) —sec(z) + ¢

So, we've seen once again that multiplying the numerator and denominator by something can put
the integral into a form that we can integrate. Notice as well that this example also showed that
“simplifications” do not necessarily put an integral into a simpler form. They only put the integral
into a form that is easier to integrate.

Let's now take a quick look at an example of a substitution that is not so obvious.
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Evaluate the following integral.

/cos (V) d

Solution

We introduced this example saying that the substitution was not so obvious. However, this
is really an integral that falls into the form given by 3e in our strategy above. However, many
people miss that form and so don't think about it. So, let’s try the following substitution.

u =z r = u? dr =2udu
With this substitution the integral becomes,

/cos (V) do = 2/ucos(u) du

This is now an integration by parts integral. Remember that often we will need to use more
than one technique to completely do the integral. This is a fairly simple integration by parts
problem so we’ll leave the remainder of the details to you to check.

/cos (V) dz =2 (cos (vz) + vz sin (vVz)) + ¢

Before leaving this section we should also point out that there are integrals out there in the world
that just can’t be done in terms of functions that we know. Some examples of these are.

/ e ™ do / cos (2%) dx / sing:(x) dzx / cos (e”) dx

That doesn't mean that these integrals can’'t be done at some level. If you go to a computer
algebra system such as Maple or Mathematica and have it do these integrals it will return the
following.

/e£r2 dx = \/QEerf (x)

/ cos (z°) dx = \/zFresnelc (;g\/z)

/ sin () dx = Si(x)

X

/cos (e”) dz = Ci(e”)
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So, it appears that these integrals can in fact be done. However, this is a little misleading. Here
are the definitions of each of the functions given above.

Error Function

erf (z) = \37? /0 e at

Si(z) = /Om SI() 4y

The Sine Integral

t
The Fresnel Cosine Integral

xT

FresnelC (z) = /

cos (Etz) dt
0

2

The Cosine Integral

Ci(x):'y—i-ln(x)—i—/xcos(t)_ldt

0 t
Where ~ is the Euler-Mascheroni constant.

Note that the first three are simply defined in terms of themselves and so when we say we can
integrate them all we are really doing is renaming the integral. The fourth one is a little different
and yet it is still defined in terms of an integral that can’t be done in practice.

It will be possible to integrate every integral given in this class, but it is important to note that there
are integrals that just can't be done. We should also note that after we look at Series we will be
able to write down series representations of each of the integrals above.
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